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Purpose 
 
The purpose of the lab was to create a topology that includes 6 routers and 2 PCs using multi-area 

OSPF with 3 areas and establish end-to-end connectivity in both IPv4 and IPv6.  
 
 

Background Information 
 
Open Shortest Path First (OSPF) is a routing protocol for Internet Protocol (IP) networks. It uses 

a link state routing algorithm and falls into the group of interior routing protocols, operating within a 
single autonomous system (AS). 

The OSPF link state routing protocol uses the concept of Areas, which are sub-domains within 
the OSPF domain. A router within an Area maintains the complete topology information of that Area. By 
default, an interface can only belong to one OSPF Area. This can not only cause sub-optimal routing in 
the network, but it can also lead to other issues if the network is not designed correctly. 

When Multi-Area Adjacency is configured on an interface, the OSPF speakers form more than 
one Adjacency (ADJ) over that link. The Multi-Area interface is a logical, point-to-point interface over 
which the ADJ is formed. This document describes a scenario where Multi-Area OSPF ADJ can be used 
in order to work around a problem and meet the network requirements. 
 
 
Lab Summary 

 
I first created a topology that has 6 routers and 2 PCs. Then I cabled the topology and configured 

IPv4 and IPv6 addresses on the PCs and the interfaces on the routers. Once I established connectivity 
between directly connected routers, I set up OSPFv2 on all of the routers and established IPv4 
connectivity between 2 PCs. Then I did the same thing for OSPFv3 and established connectivity in IPv6. 
The set up the OSPF so that there were 3 areas. 
 
 
Lab Commands 
 
router ospf process-id This is used to configure an OSPF routing process, use 

the router ospf command in global configuration mode. 

network network-address 
wildcard-mask area 
area-id 

Network command is used under the router ospf. You enter the 
network address of the directly connected hop with its wildcard 
mask and you also enter what area that hop is in. This is only 
done for IPv4 OSPF routes. 
 

ipv6 ospf process-id 
area area-id 

This is used for IPv6 OSPF routes, to use this command you 
first have to create router ospf 1 and enter this command under 
the interface. While entering you have to enter process id of the 
OSPF group and the area that the port is in. 
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Network Diagram 

 
Configuration 
 
Router 1 
Show run 
version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R1 
boot-start-marker 
boot-end-marker 
logging message-counter syslog 
no aaa new-model 
memory-size iomem 10 
no network-clock-participate slot 1 
dot11 syslog 
ip source-route 
ip cef 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
 no dspfarm 
voice-card 1 
 no dspfarm 
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vtp domain cisco 
vtp mode transparent 
archive 
 log config 
  hidekeys 
interface FastEthernet0/0 
 ip address 1.1.1.2 255.255.255.252 
 duplex auto 
 speed auto 
 ipv6 address 1::2/64 
 ipv6 ospf 1 area 1 
interface FastEthernet0/1 
 ip address 1.1.1.5 255.255.255.252 
 duplex auto 
 speed auto 
 ipv6 address 2::1/64 
 ipv6 ospf 1 area 1 
interface FastEthernet0/0/0 
interface FastEthernet0/0/1 
interface FastEthernet0/0/2 
interface FastEthernet0/0/3 
interface Serial0/1/0 
 no ip address 
 shutdown 
 no fair-queue 
interface Serial0/2/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/2/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/3/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/3/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Vlan1 
 no ip address 
router ospf 1 
 log-adjacency-changes 
 network 1.1.1.0 0.0.0.3 area 1 
 network 1.1.1.4 0.0.0.3 area 1 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
 log-adjacency-changes 
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control-plane 
voice-port 1/0/0 
voice-port 1/0/1 
voice-port 1/0/2 
voice-port 1/0/3 
voice-port 1/1/0 
voice-port 1/1/1 
line con 0 
line aux 0 
line vty 0 4 
 login 
scheduler allocate 20000 1000 
end 
 
Show IP route 
     1.0.0.0/30 is subnetted, 7 subnets 
C       1.1.1.0 is directly connected, FastEthernet0/0 
C       1.1.1.4 is directly connected, FastEthernet0/1 
O IA    1.1.1.8 [110/2] via 1.1.1.6, 00:34:50, FastEthernet0/1 
O IA    1.1.1.12 [110/3] via 1.1.1.6, 00:29:20, FastEthernet0/1 
O IA    1.1.1.16 [110/4] via 1.1.1.6, 00:25:37, FastEthernet0/1 
O IA    1.1.1.20 [110/5] via 1.1.1.6, 00:22:32, FastEthernet0/1 
O IA    1.1.1.24 [110/6] via 1.1.1.6, 00:22:32, FastEthernet0/1 
 
Show ipv6 route 
C   1::/64 [0/0] 
     via FastEthernet0/0, directly connected 
L   1::2/128 [0/0] 
     via FastEthernet0/0, receive 
C   2::/64 [0/0] 
     via FastEthernet0/1, directly connected 
L   2::1/128 [0/0] 
     via FastEthernet0/1, receive 
OI  3::/64 [110/2] 
     via FE80::21E:F7FF:FE5E:F129, FastEthernet0/1 
OI  4::/64 [110/3] 
     via FE80::21E:F7FF:FE5E:F129, FastEthernet0/1 
OI  5::/64 [110/4] 
     via FE80::21E:F7FF:FE5E:F129, FastEthernet0/1 
OI  6::/64 [110/5] 
     via FE80::21E:F7FF:FE5E:F129, FastEthernet0/1 
L   FF00::/8 [0/0] 
     via Null0, receive 
 

Router 2 
Show run 
version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R2 
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boot-start-marker 
boot-end-marker 
logging message-counter syslog 
no aaa new-model 
memory-size iomem 10 
dot11 syslog 
ip source-route 
ip cef 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
 no dspfarm 
archive 
 log config 
  hidekeys 
interface FastEthernet0/0 
 ip address 1.1.1.9 255.255.255.252 
 duplex auto 
 speed auto 
 ipv6 address 3::1/64 
 ipv6 ospf 1 area 0 
interface FastEthernet0/1 
 ip address 1.1.1.6 255.255.255.252 
 duplex auto 
 speed auto 
 ipv6 address 2::2/64 
 ipv6 ospf 1 area 1 
interface Serial0/0/0 
 no ip address 
 shutdown 
 no fair-queue 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 log-adjacency-changes 
 network 1.1.1.4 0.0.0.3 area 1 
 network 1.1.1.8 0.0.0.3 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
 router-id 2.2.2.2 
 log-adjacency-changes 
control-plane 
line con 0 
line aux 0 
line vty 0 4 
 login 



10 
 

scheduler allocate 20000 1000 
end 
 
Show ip route 
     1.0.0.0/30 is subnetted, 7 subnets 
O       1.1.1.0 [110/2] via 1.1.1.5, 00:37:35, FastEthernet0/1 
C       1.1.1.4 is directly connected, FastEthernet0/1 
C       1.1.1.8 is directly connected, FastEthernet0/0 
O       1.1.1.12 [110/2] via 1.1.1.10, 00:32:15, FastEthernet0/0 
O       1.1.1.16 [110/3] via 1.1.1.10, 00:28:33, FastEthernet0/0 
O IA    1.1.1.20 [110/4] via 1.1.1.10, 00:25:27, FastEthernet0/0 
O IA    1.1.1.24 [110/5] via 1.1.1.10, 00:25:27, FastEthernet0/0 
 
Show ipv6 route 
O   1::/64 [110/2] 
     via FE80::218:19FF:FE69:A2E1, FastEthernet0/1 
C   2::/64 [0/0] 
     via FastEthernet0/1, directly connected 
L   2::2/128 [0/0] 
     via FastEthernet0/1, receive 
C   3::/64 [0/0] 
     via FastEthernet0/0, directly connected 
L   3::1/128 [0/0] 
     via FastEthernet0/0, receive 
O   4::/64 [110/2] 
     via FE80::7ADA:6EFF:FE99:AA00, FastEthernet0/0 
O   5::/64 [110/3] 
     via FE80::7ADA:6EFF:FE99:AA00, FastEthernet0/0 
OI  6::/64 [110/4] 
     via FE80::7ADA:6EFF:FE99:AA00, FastEthernet0/0 
L   FF00::/8 [0/0] 
     via Null0, receive 
 

Router 3 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R3 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180M8 
license accept end user agreement 



11 
 

license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.1.10 255.255.255.252 
 duplex auto 
 speed auto 
 ipv6 address 3::2/64 
 ipv6 ospf 1 area 0 
interface GigabitEthernet0/1 
 ip address 1.1.1.13 255.255.255.252 
 duplex auto 
 speed auto 
 ipv6 address 4::1/64 
 ipv6 ospf 1 area 0 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 network 1.1.1.8 0.0.0.3 area 0 
 network 1.1.1.12 0.0.0.3 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
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Show ip route: 
      1.0.0.0/8 is variably subnetted, 9 subnets, 2 masks 
O IA     1.1.1.0/30 [110/3] via 1.1.1.9, 00:40:05, GigabitEthernet0/0 
O IA     1.1.1.4/30 [110/2] via 1.1.1.9, 00:40:56, GigabitEthernet0/0 
C        1.1.1.8/30 is directly connected, GigabitEthernet0/0 
L        1.1.1.10/32 is directly connected, GigabitEthernet0/0 
C        1.1.1.12/30 is directly connected, GigabitEthernet0/1 
L        1.1.1.13/32 is directly connected, GigabitEthernet0/1 
O        1.1.1.16/30 [110/2] via 1.1.1.14, 00:31:03, GigabitEthernet0/1 
O IA     1.1.1.20/30 [110/3] via 1.1.1.14, 00:27:57, GigabitEthernet0/1 
O IA     1.1.1.24/30 [110/4] via 1.1.1.14, 00:27:57, GigabitEthernet0/1 
 
Show ipv6 route: 
OI  1::/64 [110/3] 
     via FE80::21E:F7FF:FE5E:F128, GigabitEthernet0/0 
OI  2::/64 [110/2] 
     via FE80::21E:F7FF:FE5E:F128, GigabitEthernet0/0 
C   3::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   3::2/128 [0/0] 
     via GigabitEthernet0/0, receive 
C   4::/64 [0/0] 
     via GigabitEthernet0/1, directly connected 
L   4::1/128 [0/0] 
     via GigabitEthernet0/1, receive 
O   5::/64 [110/2] 
     via FE80::26E9:B3FF:FE3C:1949, GigabitEthernet0/1 
OI  6::/64 [110/3] 
     via FE80::26E9:B3FF:FE3C:1949, GigabitEthernet0/1 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
Router 4 
Show run:  
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R4 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180M5 
license accept end user agreement 
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license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.1.17 255.255.255.252 
 duplex auto 
 speed auto 
 ipv6 address 5::1/64 
 ipv6 ospf 1 area 0 
interface GigabitEthernet0/1 
 ip address 1.1.1.14 255.255.255.252 
 duplex auto 
 speed auto 
 ipv6 address 4::2/64 
 ipv6 ospf 1 area 0 
interface Serial0/0/0 
 no ip address 
 shutdown 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 network 1.1.1.12 0.0.0.3 area 0 
 network 1.1.1.16 0.0.0.3 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
 router-id 4.4.4.4 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 password cisco 
 login 
 transport input all 
scheduler allocate 20000 1000 
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End 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 9 subnets, 2 masks 
O IA     1.1.1.0/30 [110/4] via 1.1.1.13, 00:35:09, GigabitEthernet0/1 
O IA     1.1.1.4/30 [110/3] via 1.1.1.13, 00:35:09, GigabitEthernet0/1 
O        1.1.1.8/30 [110/2] via 1.1.1.13, 00:35:09, GigabitEthernet0/1 
C        1.1.1.12/30 is directly connected, GigabitEthernet0/1 
L        1.1.1.14/32 is directly connected, GigabitEthernet0/1 
C        1.1.1.16/30 is directly connected, GigabitEthernet0/0 
L        1.1.1.17/32 is directly connected, GigabitEthernet0/0 
O IA     1.1.1.20/30 [110/2] via 1.1.1.18, 00:29:45, 
GigabitEthernet0/0 
O IA     1.1.1.24/30 [110/3] via 1.1.1.18, 00:29:46, 
GigabitEthernet0/0 
 
Show ipv6 route 
OI  1::/64 [110/4] 
     via FE80::7ADA:6EFF:FE99:AA01, GigabitEthernet0/1 
OI  2::/64 [110/3] 
     via FE80::7ADA:6EFF:FE99:AA01, GigabitEthernet0/1 
O   3::/64 [110/2] 
     via FE80::7ADA:6EFF:FE99:AA01, GigabitEthernet0/1 
C   4::/64 [0/0] 
     via GigabitEthernet0/1, directly connected 
L   4::2/128 [0/0] 
     via GigabitEthernet0/1, receive 
C   5::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   5::1/128 [0/0] 
     via GigabitEthernet0/0, receive 
OI  6::/64 [110/2] 
     via FE80::EAB7:48FF:FE6E:88, GigabitEthernet0/0 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
Router 5 
Show run 
version 15.0 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R5 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ipv6 unicast-routing 
ipv6 cef 
ip source-route 
ip cef 
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multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX15208074 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
redundancy 
interface GigabitEthernet0/0 
 ip address 1.1.1.18 255.255.255.252 
 duplex auto 
 speed auto 
 ipv6 address 5::2/64 
 ipv6 ospf 1 area 0 
interface GigabitEthernet0/1 
 ip address 1.1.1.21 255.255.255.252 
 duplex auto 
 speed auto 
 ipv6 address 6::1/64 
 ipv6 ospf 1 area 2 
interface Serial0/0/0 
 no ip address 
 shutdown 
 no fair-queue 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
router ospf 1 
 log-adjacency-changes 
 network 1.1.1.16 0.0.0.3 area 0 
 network 1.1.1.20 0.0.0.3 area 2 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
 log-adjacency-changes 
control-plane 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line vty 0 4 
 login 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 9 subnets, 2 masks 
O IA     1.1.1.0/30 [110/5] via 1.1.1.17, 00:31:27, GigabitEthernet0/0 
O IA     1.1.1.4/30 [110/4] via 1.1.1.17, 00:31:27, GigabitEthernet0/0 
O        1.1.1.8/30 [110/3] via 1.1.1.17, 00:31:27, GigabitEthernet0/0 
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O        1.1.1.12/30 [110/2] via 1.1.1.17, 00:31:27, 
GigabitEthernet0/0 
C        1.1.1.16/30 is directly connected, GigabitEthernet0/0 
L        1.1.1.18/32 is directly connected, GigabitEthernet0/0 
C        1.1.1.20/30 is directly connected, GigabitEthernet0/1 
L        1.1.1.21/32 is directly connected, GigabitEthernet0/1 
O        1.1.1.24/30 [110/2] via 1.1.1.22, 00:31:17, 
GigabitEthernet0/1 
 
Show ipv6 route: 
OI  1::/64 [110/5] 
     via FE80::26E9:B3FF:FE3C:1948, GigabitEthernet0/0 
OI  2::/64 [110/4] 
     via FE80::26E9:B3FF:FE3C:1948, GigabitEthernet0/0 
O   3::/64 [110/3] 
     via FE80::26E9:B3FF:FE3C:1948, GigabitEthernet0/0 
O   4::/64 [110/2] 
     via FE80::26E9:B3FF:FE3C:1948, GigabitEthernet0/0 
C   5::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   5::2/128 [0/0] 
     via GigabitEthernet0/0, receive 
C   6::/64 [0/0] 
     via GigabitEthernet0/1, directly connected 
L   6::1/128 [0/0] 
     via GigabitEthernet0/1, receive 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
 
Router 6 

version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R6 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1520806E 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp mode transparent 
redundancy 
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interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.1.25 255.255.255.252 
 duplex auto 
 speed auto 
 ipv6 address 7::1/64 
 ipv6 ospf 1 area 2 
interface GigabitEthernet0/1 
 ip address 1.1.1.22 255.255.255.252 
 duplex auto 
 speed auto 
 ipv6 address 6::2/64 
 ipv6 ospf 1 area 2 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
router ospf 1 
 network 1.1.1.20 0.0.0.3 area 2 
 network 1.1.1.24 0.0.0.3 area 2 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
 router-id 6.6.6.6 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
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end 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 9 subnets, 2 masks 
O IA     1.1.1.0/30 [110/6] via 1.1.1.21, 00:33:36, GigabitEthernet0/1 
O IA     1.1.1.4/30 [110/5] via 1.1.1.21, 00:33:36, GigabitEthernet0/1 
O IA     1.1.1.8/30 [110/4] via 1.1.1.21, 00:33:36, GigabitEthernet0/1 
O IA     1.1.1.12/30 [110/3] via 1.1.1.21, 00:33:36, 
GigabitEthernet0/1 
O IA     1.1.1.16/30 [110/2] via 1.1.1.21, 00:33:36, 
GigabitEthernet0/1 
C        1.1.1.20/30 is directly connected, GigabitEthernet0/1 
L        1.1.1.22/32 is directly connected, GigabitEthernet0/1 
C        1.1.1.24/30 is directly connected, GigabitEthernet0/0 
L        1.1.1.25/32 is directly connected, GigabitEthernet0/0 
 
Show ipv6 route: 
OI  1::/64 [110/6] 
     via FE80::EAB7:48FF:FE6E:89, GigabitEthernet0/1 
OI  2::/64 [110/5] 
     via FE80::EAB7:48FF:FE6E:89, GigabitEthernet0/1 
OI  3::/64 [110/4] 
     via FE80::EAB7:48FF:FE6E:89, GigabitEthernet0/1 
OI  4::/64 [110/3] 
     via FE80::EAB7:48FF:FE6E:89, GigabitEthernet0/1 
OI  5::/64 [110/2] 
     via FE80::EAB7:48FF:FE6E:89, GigabitEthernet0/1 
C   6::/64 [0/0] 
     via GigabitEthernet0/1, directly connected 
L   6::2/128 [0/0] 
     via GigabitEthernet0/1, receive 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
Problems 

 
In our topology, PC0 is connected to Router1 and PC1 is connected to Router6. We configured 

the routers like that too. However while cabling, we connect PC0 to Router6 and PC1 to Router1. To 
solve the problem, we only had to switch the cables that were going to PC1 and PC0 from Router1 and 
Router6. That was the only problem we had. 
 
Conclusion 

 
This was a pretty straight up lab, reviewing the skills I learned from the CCNA Routing and 

Switching course. Beside the simple cabling error we did not have any other problems. The lab was easy 
to set up and configure. At the end we were able to establish connectivity between all the different areas 
of ospf and devices. 
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End-to-End Pings from PCs 
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Identifying OSPF 
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Purpose 
 
The purpose of this lab is to understand link state messages that OSPF implemented routers send 

and the different type of areas in an OSPF implemented network. 
 
 

Background 
 
Open Shortest Path First (OSPF) is a routing protocol for Internet Protocol (IP) networks. It uses 

a link state routing algorithm and falls into the group of interior routing protocols, operating within a 
single autonomous system (AS).  

Routers connect networks using OSPF. Routers that are using OSPF talk and share information 
between them. So when a router gets a packet it knows which path to send it from.  
An OSPF network is divided into areas that are logical groupings of hosts and networks. An area includes 
its router having interfaces connected to the network. Each area maintains a separate link state database 
whose information may be summarized towards the rest of the network by the connecting router. Thus, 
the topology of an area is unknown outside of the area. This reduces the routing traffic between parts of 
an autonomous system. 
Types of Routers in OSPF: 

• Internal Router (IR): all interfaces in single area 
• Backbone Router (BR): at least 1 interface in area 0 (backbone area) 
• Area Border Router (ABR): has interfaces in multiple areas 
• Autonomous System Border Router (ASBR): act as gateways between OSPF and other routing 

protocols 
 

The OSPF protocol is a link-state routing protocol, which means that the routers exchange topology 
information with their nearest neighbors. The OSPF link state routing protocol uses the concept of Areas, 
which are sub-domains within the OSPF domain. A router within an Area maintains the complete 
topology information of that Area. By default, an interface can only belong to one OSPF Area. This can 
not only cause sub-optimal routing in the network, but it can also lead to other issues if the network is not 
designed correctly. 

The main advantage of a link state routing protocol like OSPF is that the complete knowledge of 
topology allows routers to calculate routes that satisfy particular criteria. This can be useful for traffic 
engineering purposes, where routes can be constrained to meet particular quality of service requirements. 
The main disadvantage of a link state routing protocol is that it does not scale well as more routers are 
added to the routing domain. Increasing the number of routers increases the size and frequency of the 
topology updates, and also the length of time it takes to calculate end-to-end routes. 

Link State Advertisement (LSA) is a basic communication means of the OSPF routing protocol and is 
used advertise information about to network.  
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There are 7 types of LSAs: 
 Type 1 – Router LSA: Router LSAs are sent from a router to other routers in the same area. It 

contains information regarding the routers interfaces in the same area, relevant interfaces IPs, its 
adjacent routers on those interfaces and sub networks. The router announces its presence and lists the 
links to other routers or networks in the same area, together with the metrics to them. Type 1 LSAs 
are flooded across their own area only. The link-state ID of the type 1 LSA is the originating router 
ID. 
 

 Type 2 – Network LSA: Network LSAs are generated by the DR (Designated Router), which lists 
which routers are joined together by the segment and looks after all the initial contact and other 
routing administration, on a multi access segment, and provides similar information to an LSA type 1 
for the multi access segment and subnet which it belongs. Type 2 LSAs are flooded across their own 
area only. The link-state ID of the type 2 LSA is the IP interface address of the DR. 
 

 Type 3 – Summary LSA: An Area Border Router (ABR) takes information it has learned on one of 
its attached areas and summarizes it before sending it out on other areas it is connected to. This 
summarization helps provide scalability by removing detailed topology information for other areas, 
because their routing information is summarized into just an address prefix and metric. The 
summarization process can also be configured to remove a lot of detailed address prefixes and replace 
them with a single summary prefix, helping scalability. The link-state ID is the destination network 
number for type 3 LSAs. 
 

 Type 4 – Summary ASBR LSA: Other routers need to know where to find the ASBR. This is why the 
ABR will generate a summary ASBR LSA which will include the router ID of the ASBR in the link-
state ID field and sent when crossing an AS (Autonomous System) boundary. This is needed because 
Type 5 External LSAs are flooded to all areas and the detailed next-hop information may not be 
available in those other areas because it may be using a different routing protocol. This is solved by 
an Area Border Router flooding the information for the router (i.e. the Autonomous System 
Boundary Router) where the type 5 originated. The link-state ID is the router ID of the described 
ASBR for type 4 LSAs. 
 

 Type 5 – External LSA: They are AS external LSAs which are originated by ASBRs and describe 
external networks. These LSAs contain information imported into OSPF from other routing 
processes. They are flooded to all areas unchanged (except stub and NSSA areas). For "External 
Metric Type 1" LSAs routing decisions are made using the Type 1 metric cost sent, as the total cost 
to get to the external destination and includes the cost to the ASBR; while for "External Type 2" 
LSAs the metric sent is the cost from the ASBR to the External destination network and must be 
added to the OSPF cost to the ASBR advertising the Type 5. The link-state ID of the type 5 LSA is 
the external network number. 
 

 Type 6 – Multicast LSA: Is defined as a Group Membership LSA but not used in Cisco devices. This 
was defined for Multicast extensions to OSPF (MOSPF), a multicast OSPF routing protocol which 
was not in general use. MOSPF has been deprecated since OSPFv3 and is not currently used. It may 
be reassigned in the future. 
 

 Type 7 – External LSA: NSSA (not-so-stubby-area) External LSAs are generated by the ASBR in an 
NSSA area and do not receive external LSAs from Area Border Routers, but are allowed to send 
external routing information for redistribution. They use type 7 LSAs to tell the ABRs about these 
external routes, which the Area Border Router then translates to type 5 external LSAs and floods as 
normal to the rest of the OSPF network. 
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4 types of areas of OSPF link state: 
 
Standard Area: 

Standard area ensures optimal routing since all routers know about all routes and it is the default 
area. It permits LSA 1, 2, 3, 4 and 5.  

 
Stub Areas: 

A stub area is the most basic form of the “stubbie” area types. It prevents any external route that 
are coming from outside of the network, from entering into the area’s database. Not only does it 
block external routes originating in other area’s but also prevents any local redistribution. LSA 4 
and 5 are blocked however LSA 1, 2 and 3 are permitted. 
  

Totally Stubby Area: 
Totally stub areas not only block any external route (LSA 4 and 5) from entering into the 
database but they also block any inter-area (LSA 3) routes from entering the area. This reduces 
the size of the database even further. Local redistribution is not supported. 

  
Not-So-Stubby-Area (NSSA): 

Not so stubby areas (NSSA) are very similar to stub areas with 1 major addition. NSSA area’s 
only block external routes from other area’s from entering into the database (LSA 5). The NSSA 
areas however do allow for local redistribution using the special NSSA external route type (LSA 
7). 

  
Totally-Stubby NSSA: 

Totally NSSA areas not only block external routes (LSA 4 and 5) from other areas but also inter-
area routes (LSA 3) from other areas. So, it will reduce the size of the database again while still 
allowing local redistribution using NSSA (LSA 7). 

 
 
Conclusion 

 
This information will help to define the types of areas in the next lab using Wireshark. We will 

capture network packets with Wireshark and looking at the LSA types on the packets, we will define the 
type of area. 
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OSPF Stubbiness 
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Purpose 
 
The purpose of this lab was to create multi-area OSPF with 4 areas which were backbone, stub, 

totally stubby and not-so-stubby in both IPv4 and IPv6. It was also to capture packets from different areas 
and identify the area based on the LSA messages packets had. 

 
 
Background information 

 
In this lab we used a normal OSPF area, stubby area, totally stubby area and not-so-stubby. The 

difference comes from the different types of LSA packets that are generated in each area. A normal area 
allows LSA types 1 through 5. A stubby area allows LSA types 1, 2 and 3. A totally stubby area is just 
like a stubby area, the only difference is a totally stubby area does not allow type 3 LSAs which 
summarizes the information of a given area. A not-so-stubby only allows LSA types 1, 2, 3 and 7 which 
tells the border routers about the external route. 
 
 
Lab Summary 

 
We set up multi-area OSPF with 4 areas. One area is backbone, one is stubby, one is totally 

stubby and the last one is not-so-stubby. We first created the network and established connectivity 
between all the routers in the network. Then we created an external route. Assigned the external router to 
EIGRP and distributed EIGRP in OSPF. Then we assigned every area a stubbiness. We wired a switch 
into each area and used Wireshark to capture the packets that were going through. We analyzed the 
packets and verified that they had the right LSA messages. 
 
 
Lab Commands 
 
Area area-id stub no-summary This command makes area 1 a totally stubby area which 

only allows LSA type 1 and 2 packets. 
area area-id stub This command makes the standard area, area 2 in this 

case, a stubby area which only allows LSA type 1, 2 and 
3 packets. 

area area-id nssa This command makes area 3 a not-so-stubby area which 
only allows LSA types 1, 2, 3 and 7. 
 

redistribute eigrp process-id This command is used under “router ospf 1”.  It 
distributes the hosts in the EIGRP network to the hosts in 
OSPF network. 
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Network Diagram 
 

 
 
 
Configurations 
 
R2: 
Show run: 
version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R2 
boot-start-marker 
boot-end-marker 
logging message-counter syslog 
no aaa new-model 
memory-size iomem 10 
dot11 syslog 
ip source-route 
ip cef 
no ip domain lookup 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
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voice-card 0 
 no dspfarm 
vtp domain cisco 
vtp mode transparent 
archive 
 log config 
  hidekeys 
interface FastEthernet0/0 
 ip address 1.1.1.2 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 1::2/64 
 ipv6 ospf 1 area 1 
interface FastEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 log-adjacency-changes 
 area 1 stub no-summary 
 network 1.1.1.0 0.0.0.255 area 1 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
 log-adjacency-changes 
control-plane 
line con 0 
 logging synchronous 
line aux 0 
line vty 0 4 
 login 
scheduler allocate 20000 1000 
end 
 
Show ip route 

     1.0.0.0/24 is subnetted, 1 subnets 
C       1.1.1.0 is directly connected, FastEthernet0/0 
O*IA 0.0.0.0/0 [110/2] via 1.1.1.1, 00:03:33, FastEthernet0/0 
 

Show ipv6 route: 



28 
 

C   1::/64 [0/0] 
     via FastEthernet0/0, directly connected 
L   1::2/128 [0/0] 
     via FastEthernet0/0, receive 
OI  2::/64 [110/3] 
     via FE80::7ADA:6EFF:FE99:AA01, FastEthernet0/0 
OI  3::/64 [110/3] 
     via FE80::7ADA:6EFF:FE99:AA01, FastEthernet0/0 
OE2 9::/64 [110/20] 
     via FE80::7ADA:6EFF:FE99:AA01, FastEthernet0/0 
OI  99::/64 [110/2] 
     via FE80::7ADA:6EFF:FE99:AA01, FastEthernet0/0 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
R3 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R3 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ip domain lookup 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180M8 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.0.0.1 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 99::1/64 
 ipv6 ospf 1 area 0 
interface GigabitEthernet0/1 
 ip address 1.1.1.1 255.255.255.0 
 duplex auto 
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 speed auto 
 ipv6 address 1::1/64 
 ipv6 ospf 1 area 1 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 area 1 stub no-summary 
 network 1.0.0.0 0.0.0.255 area 0 
 network 1.1.1.0 0.0.0.255 area 1 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
 logging synchronous 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route: 

      1.0.0.0/8 is variably subnetted, 4 subnets, 2 masks 
C        1.0.0.0/24 is directly connected, GigabitEthernet0/0 
L        1.0.0.1/32 is directly connected, GigabitEthernet0/0 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/1 
L        1.1.1.1/32 is directly connected, GigabitEthernet0/1 
      2.0.0.0/24 is subnetted, 1 subnets 
O IA     2.2.2.0 [110/2] via 1.0.0.2, 00:04:10, GigabitEthernet0/0 
      3.0.0.0/24 is subnetted, 1 subnets 
O IA     3.3.3.0 [110/2] via 1.0.0.3, 00:05:09, GigabitEthernet0/0 
      9.0.0.0/24 is subnetted, 1 subnets 
O E2     9.9.9.0 [110/20] via 1.0.0.3, 00:04:26, GigabitEthernet0/0 
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Show ipv6 route: 
C   1::/64 [0/0] 
     via GigabitEthernet0/1, directly connected 
L   1::1/128 [0/0] 
     via GigabitEthernet0/1, receive 
OI  2::/64 [110/2] 
     via FE80::EAB7:48FF:FE6E:88, GigabitEthernet0/0 
OI  3::/64 [110/2] 
     via FE80::218:19FF:FECD:92C8, GigabitEthernet0/0 
OE2 9::/64 [110/20] 
     via FE80::218:19FF:FECD:92C8, GigabitEthernet0/0 
C   99::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   99::1/128 [0/0] 
     via GigabitEthernet0/0, receive 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
R4: 
Show run: 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R4 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ip domain lookup 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180M5 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 2.2.2.2 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 2::2/64 
 ipv6 ospf 1 area 2 
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interface GigabitEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 area 2 stub 
 network 2.2.2.0 0.0.0.255 area 2 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
 logging synchronous 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
O*IA  0.0.0.0/0 [110/2] via 2.2.2.1, 00:04:32, GigabitEthernet0/0 
      1.0.0.0/24 is subnetted, 2 subnets 
O IA     1.0.0.0 [110/2] via 2.2.2.1, 00:04:32, GigabitEthernet0/0 
O IA     1.1.1.0 [110/3] via 2.2.2.1, 00:04:32, GigabitEthernet0/0 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/0 
L        2.2.2.2/32 is directly connected, GigabitEthernet0/0 
      3.0.0.0/24 is subnetted, 1 subnets 
O IA     3.3.3.0 [110/3] via 2.2.2.1, 00:04:32, GigabitEthernet0/0 
 
Show ipv6 route 
OI  1::/64 [110/3] 
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     via FE80::EAB7:48FF:FE6E:89, GigabitEthernet0/0 
C   2::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   2::2/128 [0/0] 
     via GigabitEthernet0/0, receive 
OI  3::/64 [110/3] 
     via FE80::EAB7:48FF:FE6E:89, GigabitEthernet0/0 
OE2 9::/64 [110/20] 
     via FE80::EAB7:48FF:FE6E:89, GigabitEthernet0/0 
OI  99::/64 [110/2] 
     via FE80::EAB7:48FF:FE6E:89, GigabitEthernet0/0 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
R5 
Show run 
version 15.0 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R5 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ipv6 unicast-routing 
ipv6 cef 
ip source-route 
ip cef 
no ip domain lookup 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX15208074 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface GigabitEthernet0/0 
 ip address 1.0.0.2 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 99::2/64 
 ipv6 ospf 1 area 0 
interface GigabitEthernet0/1 
 ip address 2.2.2.1 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 2::1/64 
 ipv6 ospf 1 area 2 



33 
 

interface Serial0/0/0 
 no ip address 
 shutdown 
 no fair-queue 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
router ospf 1 
 log-adjacency-changes 
 area 2 stub 
 network 1.0.0.0 0.0.0.255 area 0 
 network 2.2.2.0 0.0.0.255 area 2 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
 router-id 1.1.1.1 
 log-adjacency-changes 
control-plane 
gatekeeper 
 shutdown 
line con 0 
 logging synchronous 
line aux 0 
line vty 0 4 
 login 
scheduler allocate 20000 1000 
end 
 

Show ip route 
      1.0.0.0/8 is variably subnetted, 3 subnets, 2 masks 
C        1.0.0.0/24 is directly connected, GigabitEthernet0/0 
L        1.0.0.2/32 is directly connected, GigabitEthernet0/0 
O IA     1.1.1.0/24 [110/2] via 1.0.0.1, 00:08:00, GigabitEthernet0/0 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/1 
L        2.2.2.1/32 is directly connected, GigabitEthernet0/1 
      3.0.0.0/24 is subnetted, 1 subnets 
O IA     3.3.3.0 [110/2] via 1.0.0.3, 00:08:01, GigabitEthernet0/0 
      9.0.0.0/24 is subnetted, 1 subnets 
O E2     9.9.9.0 [110/20] via 1.0.0.3, 00:08:01, GigabitEthernet0/0 
 
Show ipv6 route 
OI  1::/64 [110/2] 
     via FE80::7ADA:6EFF:FE99:AA00, GigabitEthernet0/0 
C   2::/64 [0/0] 
     via GigabitEthernet0/1, directly connected 
L   2::1/128 [0/0] 
     via GigabitEthernet0/1, receive 
OI  3::/64 [110/2] 



34 
 

     via FE80::218:19FF:FECD:92C8, GigabitEthernet0/0 
OE2 9::/64 [110/20] 
     via FE80::218:19FF:FECD:92C8, GigabitEthernet0/0 
C   99::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   99::2/128 [0/0] 
     via GigabitEthernet0/0, receive 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
R7 
Show run 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R7 
boot-start-marker 
boot-end-marker 
logging message-counter syslog 
no aaa new-model 
memory-size iomem 10 
dot11 syslog 
ip source-route 
ip cef 
no ip domain lookup 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
 no dspfarm 
vtp domain cisco 
vtp mode transparent 
archive 
 log config 
  hidekeys 
interface FastEthernet0/0 
 ip address 1.0.0.3 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 99::3/64 
 ipv6 ospf 1 area 0 
interface FastEthernet0/1 
 ip address 3.3.3.1 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 3::1/64 
 ipv6 ospf 1 area 3 
interface Serial0/0/0 
 no ip address 
 shutdown 
 no fair-queue 
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 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/1/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/1/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 log-adjacency-changes 
 area 3 nssa 
 network 1.0.0.0 0.0.0.255 area 0 
 network 3.3.3.0 0.0.0.255 area 3 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
 router-id 2.32.1.2 
 log-adjacency-changes 
control-plane 
line con 0 
line aux 0 
line vty 0 4 
 login 
scheduler allocate 20000 1000 
end 
 
Show ip route 
     1.0.0.0/24 is subnetted, 2 subnets 
O IA    1.1.1.0 [110/2] via 1.0.0.1, 00:12:02, FastEthernet0/0 
C       1.0.0.0 is directly connected, FastEthernet0/0 
     2.0.0.0/24 is subnetted, 1 subnets 
O IA    2.2.2.0 [110/2] via 1.0.0.2, 00:10:56, FastEthernet0/0 
     3.0.0.0/24 is subnetted, 1 subnets 
C       3.3.3.0 is directly connected, FastEthernet0/1 
     9.0.0.0/24 is subnetted, 1 subnets 
O N2    9.9.9.0 [110/20] via 3.3.3.2, 00:11:13, FastEthernet0/1 
 
Show ipv6 route 
OI  1::/64 [110/2] 
     via FE80::7ADA:6EFF:FE99:AA00, FastEthernet0/0 
OI  2::/64 [110/2] 
     via FE80::EAB7:48FF:FE6E:88, FastEthernet0/0 
C   3::/64 [0/0] 
     via FastEthernet0/1, directly connected 
L   3::1/128 [0/0] 
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     via FastEthernet0/1, receive 
OE2 9::/64 [110/20] 
     via FE80::AEF2:C5FF:FE55:9788, FastEthernet0/1 
C   99::/64 [0/0] 
     via FastEthernet0/0, directly connected 
L   99::3/128 [0/0] 
     via FastEthernet0/0, receive 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
R9 
Show run 
version 15.1 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R9 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ipv6 unicast-routing 
ipv6 cef 
ip source-route 
ip cef 
no ip domain lookup 
multilink bundle-name authenticated 
crypto pki token default removal timeout 0 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1704Y03B 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
license boot module c2900 technology-package datak9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Loopback0 
 ip address 9.9.9.9 255.255.255.0 
 ipv6 address 9::1/64 
 ipv6 enable 
 ipv6 eigrp 1 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 3.3.3.2 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 3::2/64 
 ipv6 ospf 1 area 3 
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interface GigabitEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 no fair-queue 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router eigrp 1 
 network 9.0.0.0 
router ospf 1 
 area 3 nssa 
 redistribute eigrp 1 subnets 
 network 3.3.3.0 0.0.0.255 area 3 
 default-information originate 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router eigrp 1 
 eigrp router-id 1.1.1.1 
ipv6 router ospf 1 
 redistribute connected 
 redistribute eigrp 1 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
 logging synchronous 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport input all 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/24 is subnetted, 2 subnets 
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O IA     1.0.0.0 [110/2] via 3.3.3.1, 00:12:35, GigabitEthernet0/0 
O IA     1.1.1.0 [110/3] via 3.3.3.1, 00:12:35, GigabitEthernet0/0 
      2.0.0.0/24 is subnetted, 1 subnets 
O IA     2.2.2.0 [110/3] via 3.3.3.1, 00:12:19, GigabitEthernet0/0 
      3.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        3.3.3.0/24 is directly connected, GigabitEthernet0/0 
L        3.3.3.2/32 is directly connected, GigabitEthernet0/0 
      9.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        9.9.9.0/24 is directly connected, Loopback0 
L        9.9.9.9/32 is directly connected, Loopback0 
 
Show ipv6 route 
OI  1::/64 [110/3] 
     via FE80::218:19FF:FECD:92C9, GigabitEthernet0/0 
OI  2::/64 [110/3] 
     via FE80::218:19FF:FECD:92C9, GigabitEthernet0/0 
C   3::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   3::2/128 [0/0] 
     via GigabitEthernet0/0, receive 
C   9::/64 [0/0] 
     via Loopback0, directly connected 
L   9::1/128 [0/0] 
     via Loopback0, receive 
OI  99::/64 [110/2] 
     via FE80::218:19FF:FECD:92C9, GigabitEthernet0/0 
L   FF00::/8 [0/0] 
     via Null0, receive 
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Wireshark Capture of the different area types: 
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Problems 
 
When we were using Wireshark to capture OSPF packets, we couldn’t find any packet that had 

LSAs in it. We had to make the routers send the LSA packets again so we unplugged and plugged a cable 
in the area we were capturing packets from.  

After capturing packets from all areas, we realized that the totally stubby area had LSA type 1, 2 
and 3 like the stub area. However, it only had to have LSA type 1 and 2. We later compared the LSA type 
3 packets from both areas and saw that the link state id was different in the totally stub area.  

We could not get the border routers to see the external route. They did not have the external route 
on their routing tables. So, we decided to use EIGRP on the external route and distribute it on the OSPF 
protocol. That way we were able to get the external route on all of the border routers. 
 
 
Conclusion 

 
We created another multi-area OSPF network but this time every area had a different stubbiness 

type. After we configured everything, we used Wireshark to capture packets and look at the types of 
LSAs each area had. It was easy to configure the areas to a specific stubbiness since it required only 1 
command. It took a while to figure out where the LSA types were in a Wireshark captured packet.  
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Internal BGP 
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Purpose 
 

The purpose of this lab is to connect a pre-configured network to another network by configuring 
internal BGP in that other network and letting the traffic of the pre-configured network go through. 
 
 
Background Information 

 
BGP uses two primary modes of information exchange, internal BGP (IBGP) and external BGP 

(EBGP), to communicate with internal and external peers, respectively. In this lab we configured both 
types of BGP but we configured iBGP for the first time and it was the main point of this lab. Internal 
BGP is a mechanism to provide more information to your internal routers. 

BGP is another routing protocol like EIGRP and OSPF. The main goal of BGP and all other 
routing protocols is to establish connectivity between destinations that are more than a hop away. This 
can be any instance where there are one or more routers between the source and the destination. BGP 
works with different autonomous systems which is common to most routing protocols however, unlike 
other routing protocols, there are two different types of BGPs: Internal and external. 

Internal BGP is when the routers, that are using BGP, are all in the same autonomous system. On 
the other hand external BGP uses multiple autonomous systems to establish connectivity between 
networks that use different autonomous systems. 
 We can view every autonomous system like a country. In internal BGP everyone is inside one 
country, speaking the same language and following the same rules and laws. In external BGP there are a 
lot of countries and packets that travel between them who are like tourists with visas. The embassies of 
tourists’ home nations in other countries are like the external BGP, they do pretty much the same job. 
They help their citizens with legal help and protect them in foreign countries. Overall, they handle the 
legal transition between the two countries and ensure that tourists are safe and get to wherever they want 
to go to, just like BGP. And if a tourist has a layover in a country, they can go through a country to get to 
another. This is just like packets from an outside network going through the iBGP network to get to a 
network on the other end of the iBGP network.  

 

Lab Summary 
 
In this lab, we had a scenario. The scenario was that Google bought a start-up company called PIE and 
Google wanted to add PIE’s network without making any changes in the internal routers of PIE’s existing 
network. PIE was internally using EIGRP (in our scenario) and every router in PIE’s network should be 
able to connect to the internet connection of Google’s network which is on the other end of the topology. 
So PIE’s traffic had to go through all the routers in Google’s existing network which was also using 
EIGRP originally. The connection between the internet and Google and the connection between Google 
and PIE networks are using external BGP to establish connectivity. For the packets coming from the PIE 
network to go through Google and access the internet, we configured iBGP on the routers of the Google 
network. While we configured iBGP, we used the same commands as we used on eBGP but the only 
difference was that the autonomous system numbers of a network that uses iBGP are the same. So we 
connected the two networks, configured eBGP between two existing networks and configured iBGP in 
the Google network to create end to end connectivity. To prove that we are running iBGP, on R4 which is 
an internal router for Google, we entered the command “show ip bgp neighbors” and as a result of the 
command, we saw that the R4 only has 2 internal BGP routes and no external BGP route. This means that 
R4 is only running only iBGP and no eBGP just like it’s supposed to be. At the end of the lab the router 
that was at the end of PIE was able to connect to the router that represented the internet on the other end. 
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Lab Commands 
 
router bgp 1 This command creates and configures the BGP 

routing process. 
redistribute connected This command is entered under router eigrp, router 

ospf or router bgp and advertises the connected 
routes to the routing protocol that it is configured 
under. 
 

redistribute bgp 1 metric 100 1 
255 2 1500 

This command changes the metrics of the routing 
protocol that it is configured under and also 
advertises BGP 1 to the same routing protocol so that 
it can have connectivity with BGP. 
 

neighbor 1.1.1.2 remote-as 1 This command is used under router bgp and it 
advertises an external bgp network and its 
autonomous system number to the BGP on the router 
where this command is entered. 

neighbor 1.1.1.2 activate This command enables the exchange of information 
with a BGP neighbor which is the destination with IP 
address 1.1.1.2 in this case. 

 
Network Diagram 
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Configurations 
 
R2 
Show run: 
version 15.1 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R2 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
dot11 syslog 
ip source-route 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
crypto pki token default removal timeout 0 
license udi pid CISCO2811 sn FTX1026A30U 
interface FastEthernet0/0 
 ip address 5.5.5.2 255.255.255.0 
 duplex auto 
 speed auto 
interface FastEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router bgp 2 
 bgp log-neighbor-changes 
 neighbor 5.5.5.1 remote-as 1 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
mgcp profile default 
line con 0 
line aux 0 
line vty 0 4 
 login 
 transport input all 
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scheduler allocate 20000 1000 
end  
 
Show ip route 
      1.0.0.0/24 is subnetted, 1 subnets 
B        1.1.1.0 [20/0] via 5.5.5.1, 00:34:08 
      2.0.0.0/24 is subnetted, 1 subnets 
B        2.2.2.0 [20/28416] via 5.5.5.1, 00:34:08 
      3.0.0.0/24 is subnetted, 1 subnets 
B        3.3.3.0 [20/28672] via 5.5.5.1, 00:34:08 
      4.0.0.0/24 is subnetted, 1 subnets 
B        4.4.4.0 [20/25603072] via 5.5.5.1, 00:33:37 
      5.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        5.5.5.0/24 is directly connected, FastEthernet0/0 
L        5.5.5.2/32 is directly connected, FastEthernet0/0 
 
R3 
Show run 
Current configuration : 1653 bytes 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R3 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180LH 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.1.1 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 5.5.5.1 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
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 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router eigrp 1 
 network 1.1.1.0 0.0.0.255 
 redistribute connected 
 redistribute bgp 1 metric 100 1 255 2 1500 
router bgp 1 
 bgp log-neighbor-changes 
 bgp redistribute-internal 
 redistribute connected 
 redistribute eigrp 1 
 neighbor 1.1.1.2 remote-as 1 
 neighbor 5.5.5.2 remote-as 2 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.1.1/32 is directly connected, GigabitEthernet0/0 
      2.0.0.0/24 is subnetted, 1 subnets 
D        2.2.2.0 [90/28416] via 1.1.1.2, 00:35:17, GigabitEthernet0/0 
      3.0.0.0/24 is subnetted, 1 subnets 
D EX     3.3.3.0 [170/28672] via 1.1.1.2, 00:35:17, GigabitEthernet0/0 
      4.0.0.0/24 is subnetted, 1 subnets 
D EX     4.4.4.0 [170/25603072] via 1.1.1.2, 00:35:11, 
GigabitEthernet0/0 
      5.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        5.5.5.0/24 is directly connected, GigabitEthernet0/1 
L        5.5.5.1/32 is directly connected, GigabitEthernet0/1 



51 
 

 
 
R4 
Show ip bgp neighbors 
BGP neighbor is 1.1.1.1,  remote AS 1, internal link 
  BGP version 4, remote router ID 5.5.5.1 
  BGP state = Established, up for 00:39:06 
  Last read 00:00:24, last write 00:00:22, hold time is 180, keepalive 
interval is 60 seconds 
  Neighbor sessions: 
    1 active, is not multisession capable (disabled) 
  Neighbor capabilities: 
    Route refresh: advertised and received(new) 
    Four-octets ASN Capability: advertised and received 
    Address family IPv4 Unicast: advertised and received 
    Enhanced Refresh Capability: advertised and received 
    Multisession Capability: 
    Stateful switchover support enabled: NO for session 1 
  Message statistics: 
    InQ depth is 0 
    OutQ depth is 0 
 
                         Sent       Rcvd 
    Opens:                  1          1 
    Notifications:          0          0 
    Updates:                1          5 
    Keepalives:            44         44 
    Route Refresh:          0          0 
    Total:                 46         50 
  Default minimum time between advertisement runs is 0 seconds 
 
 For address family: IPv4 Unicast 
  Session: 1.1.1.1 
  BGP table version 6, neighbor version 6/0 
  Output queue size : 0 
  Index 2, Advertise bit 0 
  2 update-group member 
  Slow-peer detection is disabled 
  Slow-peer split-update-group dynamic is disabled 
                                 Sent       Rcvd 
  Prefix activity:               ----       ---- 
    Prefixes Current:               0          5 (Consumes 320 bytes) 
    Prefixes Total:                 0          5 
    Implicit Withdraw:              0          0 
    Explicit Withdraw:              0          0 
    Used as bestpath:             n/a          3 
    Used as multipath:            n/a          0 
 
                                   Outbound    Inbound 
  Local Policy Denied Prefixes:    --------    ------- 
    Bestpath from this peer:              3        n/a 
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    Bestpath from iBGP peer:              2        n/a 
    Total:                                5          0 
  Number of NLRIs in the update sent: max 0, min 0 
  Last detected as dynamic slow peer: never 
  Dynamic slow peer recovered: never 
  Refresh Epoch: 1 
  Last Sent Refresh Start-of-rib: never 
  Last Sent Refresh End-of-rib: never 
  Last Received Refresh Start-of-rib: never 
  Last Received Refresh End-of-rib: never 
                                       Sent       Rcvd 
        Refresh activity:              ----       ---- 
          Refresh Start-of-RIB          0          0 
          Refresh End-of-RIB            0          0 
 
  Address tracking is enabled, the RIB does have a route to 1.1.1.1 
  Connections established 2; dropped 1 
  Last reset 00:39:07, due to User reset of session 1 
  Transport(tcp) path-mtu-discovery is enabled 
  Graceful-Restart is disabled 
Connection state is ESTAB, I/O status: 1, unread input bytes: 0 
Connection is ECN Disabled, Mininum incoming TTL 0, Outgoing TTL 255 
Local host: 1.1.1.2, Local port: 41901 
Foreign host: 1.1.1.1, Foreign port: 179 
Connection tableid (VRF): 0 
Maximum output segment queue size: 50 
 
Enqueued packets for retransmit: 0, input: 0  mis-ordered: 0 (0 bytes) 
 
Event Timers (current time is 0x358880): 
Timer          Starts    Wakeups            Next 
Retrans            46          0             0x0 
TimeWait            0          0             0x0 
AckHold            45         42             0x0 
SendWnd             0          0             0x0 
KeepAlive           0          0             0x0 
GiveUp              0          0             0x0 
PmtuAger         1464       1463        0x358AD0 
DeadWait            0          0             0x0 
Linger              0          0             0x0 
ProcessQ            0          0             0x0 
 
iss: 3017468227  snduna: 3017469144  sndnxt: 3017469144 
irs:  123885278  rcvnxt:  123886419 
 
sndwnd:  15468  scale:      0  maxrcvwnd:  16384 
rcvwnd:  15244  scale:      0  delrcvwnd:   1140 
 
SRTT: 998 ms, RTTO: 1016 ms, RTV: 18 ms, KRTT: 0 ms 
minRTT: 0 ms, maxRTT: 1000 ms, ACK hold: 200 ms 
Status Flags: active open 
Option Flags: nagle, path mtu capable 
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IP Precedence value : 6 
 
Datagrams (max data segment is 1460 bytes): 
Rcvd: 91 (out of order: 0), with data: 46, total data bytes: 1140 
Sent: 92 (retransmit: 0, fastretransmit: 0, partialack: 0, Second 
Congestion: 0), with data: 46, total data bytes: 916 
 
 Packets received in fast path: 0, fast processed: 0, slow path: 0 
 fast lock acquisition failures: 0, slow path: 0 
TCP Semaphore      0x3DA8A3A4  FREE 
 
BGP neighbor is 2.2.2.3,  remote AS 1, internal link 
  BGP version 4, remote router ID 3.3.3.3 
  BGP state = Established, up for 00:39:06 
  Last read 00:00:48, last write 00:00:32, hold time is 180, keepalive 
interval is 60 seconds 
  Neighbor sessions: 
    1 active, is not multisession capable (disabled) 
  Neighbor capabilities: 
    Route refresh: advertised and received(new) 
    Four-octets ASN Capability: advertised and received 
    Address family IPv4 Unicast: advertised and received 
    Enhanced Refresh Capability: advertised and received 
    Multisession Capability: 
    Stateful switchover support enabled: NO for session 1 
  Message statistics: 
    InQ depth is 0 
    OutQ depth is 0 
 
                         Sent       Rcvd 
    Opens:                  1          1 
    Notifications:          0          0 
    Updates:                1          5 
    Keepalives:            45         44 
    Route Refresh:          0          0 
    Total:                 47         50 
  Default minimum time between advertisement runs is 0 seconds 
 
 For address family: IPv4 Unicast 
  Session: 2.2.2.3 
  BGP table version 6, neighbor version 6/0 
  Output queue size : 0 
  Index 2, Advertise bit 0 
  2 update-group member 
  Slow-peer detection is disabled 
  Slow-peer split-update-group dynamic is disabled 
                                 Sent       Rcvd 
  Prefix activity:               ----       ---- 
    Prefixes Current:               0          5 (Consumes 320 bytes) 
    Prefixes Total:                 0          5 
    Implicit Withdraw:              0          0 
    Explicit Withdraw:              0          0 
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    Used as bestpath:             n/a          2 
    Used as multipath:            n/a          0 
 
                                   Outbound    Inbound 
  Local Policy Denied Prefixes:    --------    ------- 
    Bestpath from this peer:              3        n/a 
    Bestpath from iBGP peer:              2        n/a 
    Total:                                5          0 
  Number of NLRIs in the update sent: max 0, min 0 
  Last detected as dynamic slow peer: never 
  Dynamic slow peer recovered: never 
  Refresh Epoch: 1 
  Last Sent Refresh Start-of-rib: never 
  Last Sent Refresh End-of-rib: never 
  Last Received Refresh Start-of-rib: never 
  Last Received Refresh End-of-rib: never 
                                       Sent       Rcvd 
        Refresh activity:              ----       ---- 
          Refresh Start-of-RIB          0          0 
          Refresh End-of-RIB            0          0 
 
  Address tracking is enabled, the RIB does have a route to 2.2.2.3 
  Connections established 2; dropped 1 
  Last reset 00:39:07, due to User reset of session 1 
  Transport(tcp) path-mtu-discovery is enabled 
  Graceful-Restart is disabled 
Connection state is ESTAB, I/O status: 1, unread input bytes: 0 
Connection is ECN Disabled, Mininum incoming TTL 0, Outgoing TTL 255 
Local host: 2.2.2.2, Local port: 31353 
Foreign host: 2.2.2.3, Foreign port: 179 
Connection tableid (VRF): 0 
Maximum output segment queue size: 50 
 
Enqueued packets for retransmit: 0, input: 0  mis-ordered: 0 (0 bytes) 
 
Event Timers (current time is 0x358884): 
Timer          Starts    Wakeups            Next 
Retrans            47          0             0x0 
TimeWait            0          0             0x0 
AckHold            45         42             0x0 
SendWnd             0          0             0x0 
KeepAlive           0          0             0x0 
GiveUp              0          0             0x0 
PmtuAger         1475       1474        0x358A4E 
DeadWait            0          0             0x0 
Linger              0          0             0x0 
ProcessQ            0          0             0x0 
 
iss: 2566081609  snduna: 2566082545  sndnxt: 2566082545 
irs: 3589633439  rcvnxt: 3589634586 
 
sndwnd:  15449  scale:      0  maxrcvwnd:  16384 
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rcvwnd:  15238  scale:      0  delrcvwnd:   1146 
 
SRTT: 998 ms, RTTO: 1014 ms, RTV: 16 ms, KRTT: 0 ms 
minRTT: 0 ms, maxRTT: 1000 ms, ACK hold: 200 ms 
Status Flags: active open 
Option Flags: nagle, path mtu capable 
IP Precedence value : 6 
 
Datagrams (max data segment is 1460 bytes): 
Rcvd: 92 (out of order: 0), with data: 46, total data bytes: 1146 
Sent: 93 (retransmit: 0, fastretransmit: 0, partialack: 0, Second 
Congestion: 0), with data: 47, total data bytes: 935 
 
 Packets received in fast path: 0, fast processed: 0, slow path: 0 
 fast lock acquisition failures: 0, slow path: 0 
TCP Semaphore      0x3DA8A334  FREE 
 
Show run 
Current configuration : 1637 bytes Last configuration change at 
19:20:51 UTC Wed Feb 24 2016 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R4 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180LN 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.1.2 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 2.2.2.2 255.255.255.0 
 duplex auto 
 speed auto 
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interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router eigrp 1 
 network 1.1.1.0 0.0.0.255 
 network 2.2.2.0 0.0.0.255 
router bgp 1 
 bgp log-neighbor-changes 
 neighbor 1.1.1.1 remote-as 1 
 neighbor 2.2.2.3 remote-as 1 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.1.2/32 is directly connected, GigabitEthernet0/0 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/1 
L        2.2.2.2/32 is directly connected, GigabitEthernet0/1 
      3.0.0.0/24 is subnetted, 1 subnets 
D EX     3.3.3.0 [170/3072] via 2.2.2.3, 00:38:01, GigabitEthernet0/1 
      4.0.0.0/24 is subnetted, 1 subnets 
D EX     4.4.4.0 [170/25600512] via 2.2.2.3, 00:37:54, 
GigabitEthernet0/1 
      5.0.0.0/24 is subnetted, 1 subnets 
D EX     5.5.5.0 [170/30720] via 1.1.1.1, 00:38:00, GigabitEthernet0/0 
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R5 
Show run 
Current configuration : 1772 bytes Last configuration change at 
19:46:56 UTC Wed Feb 24 2016 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R5 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1520806Y 
license accept end user agreement 
license boot module c2900 technology-package uck9 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 2.2.2.3 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 3.3.3.3 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
router eigrp 1 
 network 2.2.2.0 0.0.0.255 
 redistribute connected 
 redistribute bgp 3 metric 100 1 255 2 1500 
 redistribute bgp 1 metric 100 1 255 2 1500 
router bgp 1 
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 bgp log-neighbor-changes 
 bgp redistribute-internal 
 redistribute connected 
 redistribute eigrp 1 
 neighbor 2.2.2.2 remote-as 1 
 neighbor 3.3.3.4 remote-as 3 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
 
Show ip route 
      1.0.0.0/24 is subnetted, 1 subnets 
D        1.1.1.0 [90/28416] via 2.2.2.2, 00:39:18, GigabitEthernet0/0 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/0 
L        2.2.2.3/32 is directly connected, GigabitEthernet0/0 
      3.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        3.3.3.0/24 is directly connected, GigabitEthernet0/1 
L        3.3.3.3/32 is directly connected, GigabitEthernet0/1 
      4.0.0.0/24 is subnetted, 1 subnets 
B        4.4.4.0 [20/0] via 3.3.3.4, 00:39:11 
      5.0.0.0/24 is subnetted, 1 subnets 
D EX     5.5.5.0 [170/30976] via 2.2.2.2, 00:39:17, GigabitEthernet0/0 
 

R6 
Show run 
Current configuration : 1766 bytes Last configuration change at 
19:47:54 UTC Wed Feb 24 2016 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R6 
boot-start-marker 
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boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1520806Z 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 3.3.3.4 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 4.4.4.4 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
router eigrp 1 
 network 4.4.4.0 0.0.0.255 
 redistribute connected 
 redistribute bgp 3 metric 100 1 255 2 1500 
router bgp 3 
 bgp log-neighbor-changes 
 bgp redistribute-internal 
 redistribute connected 
 redistribute eigrp 1 
 neighbor 3.3.3.3 remote-as 1 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
mgcp profile default 
gatekeeper 



60 
 

 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
 
Show ip route 
      1.0.0.0/24 is subnetted, 1 subnets 
B        1.1.1.0 [20/28416] via 3.3.3.3, 00:40:06 
      2.0.0.0/24 is subnetted, 1 subnets 
B        2.2.2.0 [20/0] via 3.3.3.3, 00:40:06 
      3.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        3.3.3.0/24 is directly connected, GigabitEthernet0/0 
L        3.3.3.4/32 is directly connected, GigabitEthernet0/0 
      4.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        4.4.4.0/24 is directly connected, GigabitEthernet0/1 
L        4.4.4.4/32 is directly connected, GigabitEthernet0/1 
      5.0.0.0/24 is subnetted, 1 subnets 
B        5.5.5.0 [20/30976] via 3.3.3.3, 00:40:06 
 

R7 
Show run 
Current configuration : 1632 bytes Last configuration change at 
19:38:36 UTC Wed Feb 24 2016 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R7 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX152885RE 
license accept end user agreement 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
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redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 4.4.4.5 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 192.168.2.2 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
router eigrp 1 
 network 4.4.4.0 0.0.0.255 
router ospf 1 
 network 192.168.2.0 0.0.0.255 area 0 
 network 192.168.3.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
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Show ip route 
      1.0.0.0/24 is subnetted, 1 subnets 
D EX     1.1.1.0 [170/25600512] via 4.4.4.4, 00:40:52, 
GigabitEthernet0/0 
      2.0.0.0/24 is subnetted, 1 subnets 
D EX     2.2.2.0 [170/25600512] via 4.4.4.4, 00:40:52, 
GigabitEthernet0/0 
      3.0.0.0/24 is subnetted, 1 subnets 
D EX     3.3.3.0 [170/3072] via 4.4.4.4, 00:40:57, GigabitEthernet0/0 
      4.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        4.4.4.0/24 is directly connected, GigabitEthernet0/0 
L        4.4.4.5/32 is directly connected, GigabitEthernet0/0 
      5.0.0.0/24 is subnetted, 1 subnets 
D EX     5.5.5.0 [170/25600512] via 4.4.4.4, 00:40:52, 
GigabitEthernet0/0 
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Proof of the BGP packets using Wireshark 
 
 

 
 

Wireshark captures 2 BGP initiation 
packets that go between 1.1.1.1 and 
1.1.1.2. They both send each other an 
OPEN Message which contains the AS 
number of the destination. If the 
network is using eBGP, the AS 
numbers on the packets will be 
different. If they are using iBGP, they 
will be the same. 
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The Autonomous System (AS) 
number on this packet is 1. If 
the network is using iBGP, the 
second packet would also have 
AS number 1. 
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The AS number on this packet is 
also 1. This means that the network 
is using internal BGP because iBGP 
networks use the same AS number 
throughout the network. 
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Problems 
 
When we first created our topology, we only had two routers in the Google’s network and both of 

them were border routers. We later learned that we need a third router that is not a border router to prove 
that iBGP was working. But before figuring that problem out, we made another mistake.  

Google’s network is connected to the internet on one end and to PIE’s network on the other. 
Those two connections are both using eBGP to establish connectivity. PIE and Google were just using 
EIGRP as their routing protocol. We knew that the only difference between iBGP and eBGP is that iBGP 
uses the same autonomous system numbers and eBGP uses different. We thought while configuring BGP 
on the two connections, we could just configure them with the same AS number, distribute BGP onto 
EIGRP and we will be good. We created end to end connectivity but that wasn’t the point of the lab. We 
were not using iBGP. Google was using only using EIGRP and the other connections were in fact eBGP 
connections.  

We realized that we were configuring eBGP and that the Google’s network has to have both 
EIGRP and iBGP running, not just EIGRP by itself and EIGRP is not supposed to be distributed into 
eBGP. So we configured the two eBGP connections with different autonomous system numbers, and 
configured iBGP inside the Google’s network as well as EIGRP with the same AS numbers. We finally 
configured iBGP successfully but now we needed to prove that we were running iBGP inside Google. To 
do that, we needed a router that wasn’t a border router and only had internal BGP connections. However 
we only had two routers in Google and both of them were bordering an eBGP network.  

We realized that we needed to add a new router to our topology, into the Google network that is 
not bordering a network with another protocol. So we added that router which required configuration and 
addressing changes throughout our network. At the end, all Google routers were running both iBGP and 
EIGRP, we had end to end connectivity in our network and we could prove that our network was using 
iBGP. 

The last problem we had was a minor problem that we came across while fixing the topology and 
configuration problems we had. After we fixed the topology and entered the new configuration, we were 
able to prove that we were running iBGP but we did not have end to end connectivity. The routers in 
Google’s network were not able to ping the routers in PIE’s network. Before we started troubleshooting 
for a solution, we ran out of time that day. When we came back the other day, there were other 
configurations on the router from other people’s labs so we reloaded the routers to get rid of their 
configurations. Then we entered our commands in and everything was working perfectly fine. We had the 
end to end connectivity and we were done with the lab. We are not totally sure on why we didn’t have end 
to end connectivity the day before, but my guess is that we might have forgotten to erase the 
redistribution commands between eBGP and EIGRP networks. When we reloaded the routers, every 
command was erased including the redistribution commands, and we did not enter them again while 
entering the other commands to the network. I think they caused the problem that we fixed without 
realizing. 

 
 

Conclusion 
 

This lab was a rather easy and quick lab even though the topology caused a little confusion in the 
beginning. We first created two different networks, Google and PIE. Google had internet access and we 
were supposed to connect the two networks so PIE was able to connect to the internet. We configured 
iBGP on the Google to do that. Before this lab, I knew what eBGP and iBGP was, I knew the different 
and the commands to configure it but I have only configured eBGP before. This was first time 
configuring iBGP and it was almost the same as eBGP configurations and for that reason our 
configuration went fairly smoothly. It is a useful tool to connect two networks without changing 
configurations on all routers.  
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External BGP 
 



68 
 

Purpose 
 
The purpose of this lab was to configure BGP and redistribute it to OSPF and EIGRP configured 

networks both in IPv4 and IPv6. 
 
 
Background Information 

 
Border Gateway Protocol (BGP) is another routing protocol like EIGRP and OSPF. The main 

goal of BGP and all other routing protocols is to establish connectivity between destinations that are more 
than a hop away. This can be any instance where there are one or more routers between the source and the 
destination. BGP works with different autonomous systems which is common to most routing protocols 
however, unlike other routing protocols, there are two different types of BGPs: Internal and external. 
Internal BGP is when the routers, that are using BGP, are all in the same autonomous system. On the 
other hand, external BGP uses multiple autonomous systems to establish connectivity between networks 
that use different autonomous systems. 

We can view every autonomous system like a country. In internal BGP everyone is inside one 
country, speaking the same language and following the same rules and laws. In external BGP there are a 
lot of countries and packets that travel between them who are like tourists with visas. The embassies of 
tourists’ home nations in other countries are like the external BGP, they do pretty much the same job. 
They help their citizens with legal help and protect them in foreign countries. Overall, they handle the 
legal transition between the two countries and ensure that tourists are safe and get to wherever they want 
to go to, just like BGP. 

In this lab we also configured EIGRP and OSPF and unfortunately OSPF, EIGRP and BGP don’t 
magically work with each other. In order for routing protocols to work with each other they have to be 
redistributed. By default, routers only advertise and share routes with other routers that are running the 
same routing protocol.  So if there are 2 routers and one runs OSPF or EIGRP and the other runs BGP and 
they are supposed to know about each other’s routes, by default, they won't share routing information 
because they are not running the same protocol. To fix this problem, route redistribution can be used so 
that 2 different protocols can still share and advertise routes to each other. 
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Lab Summary 
 
We started with IPv4 first, we first configured EIGRP on R1, R5, R3 and R7 with the 

autonomous system number 1. Then we configured OSPF on R2, R6, R4 and R9 with the autonomous 
system number 1 and area 0. After checking the connectivity between EIGRP and OSPF router we moved 
onto configuring BGP on R1, R2, R3, R4 and catalyst 6500. These are also the border routers because 
they run more than one routing protocol except for the catalyst. We used different autonomous system 
numbers for all the border routers and the catalyst. Then we configured BGP on the catalyst 6500. We 
used the “neighbor” command to advertise the connected routes on a router to other routers that were 
using BGP. Once we configured BGP on the border routers and the catalyst, we checked the connectivity 
between all the border routers. To establish connectivity between the end users such as R5, R6, R7, R9 we 
had to let EIGRP, OSPF and BGP exchange information with each other. In order to do that we had to 
redistribute those routing protocols between each other. We used the “redistribute” command to do that 
and after that we had connectivity between every router in the topology in IPv4. 
We then moved onto IPv6. The configuration was pretty much the same as the IPv4 configuration except 
IPv6 commands had to be done under the IPv6 address family instead of IPv4 address family. After that 
we also established IPv6 connectivity between every router in the topology. 
 
 
Lab Commands 
 
router bgp 1 This command creates and configures the BGP 

routing process. 
redistribute connected This command is entered under router eigrp, 

router ospf or router bgp and advertises the 
connected routes to the routing protocol that it is 
configured under. 

redistribute bgp 1 metric 100 1 
255 2 1500 

This command changes the metrics of the routing 
protocol that it is configured under and also 
advertises BGP 1 to the same routing protocol so 
that it can have connectivity with BGP. 

neighbor 1.1.1.2 remote-as 1 This command is used under router bgp and it 
advertises an external bgp network and its 
autonomous system number to the BGP on the 
router where this command is entered. 

address-family ipv4 This command places the router in address family 
configuration mode from which you can configure 
routing sessions that use IPv4. This command also 
keeps the IPv4 commands together in one place. 

neighbor 1.1.1.2 activate This command enables the exchange of 
information with a BGP neighbor which is the 
destination with IP address 1.1.1.2 in this case.  
 

redistribute ospf 1 match 
internal external 1 external 2 

This command redistributes OSPF on external 1 
and 2 routes. 

redistribute bgp 2 subnets This command is used when pulling routes into 
OSPF, without “subnets” keyword, only the 
classful address will be redistributed, not the 
subnets. 
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Network Diagram 
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Configurations 
 
R1 
Show run 
version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R1 
boot-start-marker 
boot system flash: 
boot-end-marker 
logging message-counter syslog 
no aaa new-model 
memory-size iomem 10 
no network-clock-participate slot 1 
dot11 syslog 
ip source-route 
ip cef 
no ip domain lookup 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
 no dspfarm 
voice-card 1 
 no dspfarm 
vtp domain cisco 
vtp mode transparent 
archive 
 log config 
  hidekeys 
vlan 2 
interface FastEthernet0/0 
 ip address 2.2.2.1 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 2::1/64 
 ipv6 eigrp 1 
interface FastEthernet0/1 
 ip address 1.1.1.1 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 1::1/64 
 ipv6 eigrp 1 
interface FastEthernet0/0/0 
interface FastEthernet0/0/1 
interface FastEthernet0/0/2 
interface FastEthernet0/0/3 
interface Serial0/1/0 
 no ip address 
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 shutdown 
interface Serial0/2/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/2/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/3/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/3/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Vlan1 
 no ip address 
router eigrp 1 
 redistribute connected 
 redistribute bgp 1 metric 100 1 255 2 1500 
 network 1.1.1.0 0.0.0.255 
 network 2.2.2.0 0.0.0.255 
 no auto-summary 
 eigrp router-id 1.1.1.1 
router bgp 1 
 bgp log-neighbor-changes 
 neighbor 1::2 remote-as 1 
 neighbor 2::2 remote-as 5 
 neighbor 1.1.1.2 remote-as 1 
 neighbor 2.2.2.2 remote-as 5 
  address-family ipv4 
  redistribute connected 
  redistribute eigrp 1 
  no neighbor 1::2 activate 
  no neighbor 2::2 activate 
  neighbor 1.1.1.2 activate 
  neighbor 2.2.2.2 activate 
  no auto-summary 
  no synchronization 
 exit-address-family 
 address-family ipv6 
  neighbor 1::2 activate 
  neighbor 2::2 activate 
  redistribute connected 
  redistribute eigrp 1 
  no synchronization 
 exit-address-family 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
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ipv6 router eigrp 1 
 eigrp router-id 3.3.3.3 
 no shutdown 
 redistribute bgp 1 metric 100 1 255 2 1500 
control-plane 
voice-port 1/0/0 
voice-port 1/0/1 
voice-port 1/0/2 
voice-port 1/0/3 
voice-port 1/1/0 
voice-port 1/1/1 
line con 0 
line aux 0 
line vty 0 4 
 login 
scheduler allocate 20000 1000 
end 
 
Show ip route 
Gateway of last resort is not set 
     1.0.0.0/24 is subnetted, 1 subnets 
C       1.1.1.0 is directly connected, FastEthernet0/1 
     2.0.0.0/24 is subnetted, 1 subnets 
C       2.2.2.0 is directly connected, FastEthernet0/0 
     3.0.0.0/24 is subnetted, 1 subnets 
B       3.3.3.0 [20/0] via 2.2.2.2, 00:33:07 
     4.0.0.0/24 is subnetted, 1 subnets 
B       4.4.4.0 [20/0] via 2.2.2.2, 00:33:07 
     5.0.0.0/24 is subnetted, 1 subnets 
B       5.5.5.0 [20/0] via 2.2.2.2, 00:33:07 
     6.0.0.0/24 is subnetted, 1 subnets 
B       6.6.6.0 [20/0] via 2.2.2.2, 01:05:41 
     7.0.0.0/24 is subnetted, 1 subnets 
B       7.7.7.0 [20/0] via 2.2.2.2, 01:04:35 
     8.0.0.0/24 is subnetted, 1 subnets 
B       8.8.8.0 [20/0] via 2.2.2.2, 01:05:10 
     9.0.0.0/32 is subnetted, 1 subnets 
B       9.10.10.10 [20/0] via 2.2.2.2, 00:01:57 
     11.0.0.0/32 is subnetted, 1 subnets 
D       11.11.11.11 [90/156160] via 1.1.1.2, 00:00:04, FastEthernet0/1 
 
Show ipv6 route 
C   1::/64 [0/0] 
     via FastEthernet0/1, directly connected 
L   1::1/128 [0/0] 
     via FastEthernet0/1, receive 
C   2::/64 [0/0] 
     via FastEthernet0/0, directly connected 
L   2::1/128 [0/0] 
     via FastEthernet0/0, receive 
B   3::/64 [20/0] 
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     via FE80::2D0:2BFF:FE15:1100, FastEthernet0/0 
B   4::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, FastEthernet0/0 
B   5::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, FastEthernet0/0 
B   6::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, FastEthernet0/0 
B   7::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, FastEthernet0/0 
B   8::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, FastEthernet0/0 
B   9::10/128 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, FastEthernet0/0 
D   11::/64 [90/156160] 
     via FE80::EAB7:48FF:FE6E:88, FastEthernet0/1 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
R2 
Show run 
version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R2 
boot-start-marker 
boot system flash: 
boot-end-marker 
logging message-counter syslog 
no aaa new-model 
memory-size iomem 10 
dot11 syslog 
ip source-route 
ip cef 
no ip domain lookup 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
 no dspfarm 
crypto pki token default removal timeout 0 
vtp domain cisco 
vtp mode transparent 
archive 
 log config 
  hidekeys 
interface FastEthernet0/0 
 ip address 3.3.3.1 255.255.255.0 
 ip ospf network broadcast 
 duplex auto 
 speed auto 
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 ipv6 address 3::1/64 
 ipv6 ospf network broadcast 
 ipv6 ospf 1 area 0 
interface FastEthernet0/1 
 ip address 8.8.8.1 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 8::1/64 
 ipv6 ospf 1 area 0 
interface Serial0/0/0 
 no ip address 
 shutdown 
 no fair-queue 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 log-adjacency-changes 
 no auto-cost 
 redistribute connected 
 redistribute bgp 2 subnets 
 network 3.3.3.0 0.0.0.255 area 0 
 network 8.8.8.0 0.0.0.255 area 0 
router ospf 2 
 log-adjacency-changes 
router bgp 2 
 no bgp default ipv4-unicast 
 bgp log-neighbor-changes 
 neighbor 3::2 remote-as 5 
 neighbor 8::2 remote-as 2 
 neighbor 3.3.3.2 remote-as 5 
 neighbor 8.8.8.2 remote-as 2 
 address-family ipv4 
  redistribute connected 
  redistribute ospf 1 match internal external 1 external 2 
  neighbor 3.3.3.2 activate 
  neighbor 8.8.8.2 activate 
  no auto-summary 
  synchronization 
 exit-address-family 
 address-family ipv6 
  neighbor 3::2 activate 
  neighbor 8::2 activate 
  redistribute connected 
  redistribute ospf 1 match internal external 1 external 2 
  synchronization 
 exit-address-family 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
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ipv6 router ospf 1 
 log-adjacency-changes 
 redistribute connected 
 redistribute bgp 2 metric 100 
control-plane 
line con 0 
 logging synchronous 
line aux 0 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 

Show ip route 
Gateway of last resort is not set 
     1.0.0.0/24 is subnetted, 1 subnets 
B       1.1.1.0 [20/0] via 3.3.3.2, 01:07:22 
     2.0.0.0/24 is subnetted, 1 subnets 
B       2.2.2.0 [20/0] via 3.3.3.2, 00:34:48 
     3.0.0.0/24 is subnetted, 1 subnets 
C       3.3.3.0 is directly connected, FastEthernet0/0 
     4.0.0.0/24 is subnetted, 1 subnets 
B       4.4.4.0 [20/0] via 3.3.3.2, 00:34:48 
     5.0.0.0/24 is subnetted, 1 subnets 
B       5.5.5.0 [20/0] via 3.3.3.2, 00:34:48 
     6.0.0.0/24 is subnetted, 1 subnets 
B       6.6.6.0 [20/0] via 3.3.3.2, 01:07:23 
     7.0.0.0/24 is subnetted, 1 subnets 
B       7.7.7.0 [20/0] via 3.3.3.2, 01:06:17 
     8.0.0.0/24 is subnetted, 1 subnets 
C       8.8.8.0 is directly connected, FastEthernet0/1 
     9.0.0.0/32 is subnetted, 1 subnets 
O       9.10.10.10 [110/11] via 8.8.8.2, 00:03:39, FastEthernet0/1 
     11.0.0.0/32 is subnetted, 1 subnets 
B       11.11.11.11 [20/0] via 3.3.3.2, 00:01:46 
 
Show ipv6 route 
B   1::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, FastEthernet0/0 
B   2::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, FastEthernet0/0 
C   3::/64 [0/0] 
     via FastEthernet0/0, directly connected 
L   3::1/128 [0/0] 
     via FastEthernet0/0, receive 
B   4::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, FastEthernet0/0 
B   5::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, FastEthernet0/0 
B   6::/64 [20/0] 
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     via FE80::2D0:2BFF:FE15:1100, FastEthernet0/0 
B   7::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, FastEthernet0/0 
C   8::/64 [0/0] 
     via FastEthernet0/1, directly connected 
L   8::1/128 [0/0] 
     via FastEthernet0/1, receive 
O   9::10/128 [110/1] 
     via FE80::4255:39FF:FEB7:61E8, FastEthernet0/1 
B   11::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, FastEthernet0/0 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
R3 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R3 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ip domain lookup 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180M8 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
archive 
 log config 
  hidekeys 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 4.4.4.1 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 4::1/64 
 ipv6 eigrp 1 
interface GigabitEthernet0/1 
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 ip address 7.7.7.1 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 7::1/64 
 ipv6 eigrp 1 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router eigrp 1 
 network 4.4.4.0 0.0.0.255 
 network 7.7.7.0 0.0.0.255 
 redistribute bgp 3 metric 100 1 255 1 1500 
 redistribute connected 
router bgp 3 
 bgp log-neighbor-changes 
 neighbor 4::2 remote-as 5 
 neighbor 7::2 remote-as 3 
 neighbor 4.4.4.2 remote-as 5 
 neighbor 7.7.7.2 remote-as 3 
 address-family ipv4 
  redistribute connected 
  redistribute eigrp 1 
  no neighbor 4::2 activate 
  no neighbor 7::2 activate 
  neighbor 4.4.4.2 activate 
  neighbor 7.7.7.2 activate 
 exit-address-family 
 address-family ipv6 
  redistribute connected 
  redistribute eigrp 1 
  neighbor 4::2 activate 
  neighbor 7::2 activate 
 exit-address-family 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router eigrp 1 
 eigrp router-id 2.2.2.2 
 redistribute bgp 3 metric 100 1 255 1 1500 
control-plane 
mgcp fax t38 ecm 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
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 no activation-character 
 no exec 
 transport preferred none 
 transport input all 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/24 is subnetted, 1 subnets 
B        1.1.1.0 [20/0] via 4.4.4.2, 01:07:56 
      2.0.0.0/24 is subnetted, 1 subnets 
B        2.2.2.0 [20/0] via 4.4.4.2, 00:35:22 
      3.0.0.0/24 is subnetted, 1 subnets 
B        3.3.3.0 [20/0] via 4.4.4.2, 00:35:22 
      4.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        4.4.4.0/24 is directly connected, GigabitEthernet0/0 
L        4.4.4.1/32 is directly connected, GigabitEthernet0/0 
      5.0.0.0/24 is subnetted, 1 subnets 
B        5.5.5.0 [20/0] via 4.4.4.2, 00:35:22 
      6.0.0.0/24 is subnetted, 1 subnets 
B        6.6.6.0 [20/0] via 4.4.4.2, 01:07:56 
      7.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        7.7.7.0/24 is directly connected, GigabitEthernet0/1 
L        7.7.7.1/32 is directly connected, GigabitEthernet0/1 
      8.0.0.0/24 is subnetted, 1 subnets 
B        8.8.8.0 [20/0] via 4.4.4.2, 01:07:25 
      9.0.0.0/32 is subnetted, 1 subnets 
B        9.10.10.10 [20/0] via 4.4.4.2, 00:04:12 
      11.0.0.0/32 is subnetted, 1 subnets 
B        11.11.11.11 [20/0] via 4.4.4.2, 00:02:19 
 
Show ipv6 route 
B   1::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
B   2::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
B   3::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
C   4::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   4::1/128 [0/0] 
     via GigabitEthernet0/0, receive 
B   5::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
B   6::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
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C   7::/64 [0/0] 
     via GigabitEthernet0/1, directly connected 
L   7::1/128 [0/0] 
     via GigabitEthernet0/1, receive 
B   8::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
B   9::10/128 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
B   11::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
R4 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R4 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ip domain lookup 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180M5 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
archive 
 log config 
  hidekeys 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 5.5.5.1 255.255.255.0 
 ip ospf network broadcast 
 duplex auto 
 speed auto 
 ipv6 address 5::1/64 
 ipv6 ospf 1 area 0 
 ipv6 ospf network broadcast 
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interface GigabitEthernet0/1 
 ip address 6.6.6.1 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 6::1/64 
 ipv6 ospf 1 area 0 
interface Serial0/0/0 
 no ip address 
 shutdown 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 no auto-cost 
 redistribute connected 
 redistribute bgp 4 subnets 
 network 5.5.5.0 0.0.0.255 area 0 
 network 6.6.6.0 0.0.0.255 area 0 
router bgp 4 
 bgp log-neighbor-changes 
 no bgp default ipv4-unicast 
 neighbor 5::2 remote-as 5 
 neighbor 6::2 remote-as 4 
 neighbor 5.5.5.2 remote-as 5 
 neighbor 6.6.6.2 remote-as 4 
 address-family ipv4 
  redistribute connected 
  redistribute ospf 1 match internal external 1 external 2 
  neighbor 5.5.5.2 activate 
  neighbor 6.6.6.2 activate 
 exit-address-family 
 address-family ipv6 
  redistribute connected 
  redistribute ospf 1 match internal external 1 external 2 
  neighbor 5::2 activate 
  neighbor 6::2 activate 
 exit-address-family 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
 redistribute connected 
 redistribute bgp 4 metric 100 
control-plane 
mgcp fax t38 ecm 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
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 no activation-character 
 no exec 
 transport preferred none 
 transport input all 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/24 is subnetted, 1 subnets 
B        1.1.1.0 [20/0] via 5.5.5.2, 01:08:30 
      2.0.0.0/24 is subnetted, 1 subnets 
B        2.2.2.0 [20/0] via 5.5.5.2, 00:35:56 
      3.0.0.0/24 is subnetted, 1 subnets 
B        3.3.3.0 [20/0] via 5.5.5.2, 00:35:56 
      4.0.0.0/24 is subnetted, 1 subnets 
B        4.4.4.0 [20/0] via 5.5.5.2, 00:35:56 
      5.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        5.5.5.0/24 is directly connected, GigabitEthernet0/0 
L        5.5.5.1/32 is directly connected, GigabitEthernet0/0 
      6.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        6.6.6.0/24 is directly connected, GigabitEthernet0/1 
L        6.6.6.1/32 is directly connected, GigabitEthernet0/1 
      7.0.0.0/24 is subnetted, 1 subnets 
B        7.7.7.0 [20/0] via 5.5.5.2, 01:07:24 
      8.0.0.0/24 is subnetted, 1 subnets 
B        8.8.8.0 [20/0] via 5.5.5.2, 01:07:58 
      9.0.0.0/32 is subnetted, 1 subnets 
B        9.10.10.10 [20/0] via 5.5.5.2, 00:04:46 
      11.0.0.0/32 is subnetted, 1 subnets 
B        11.11.11.11 [20/0] via 5.5.5.2, 00:02:53 
 
Show ipv6 route 
B   1::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
B   2::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
B   3::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
B   4::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
C   5::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   5::1/128 [0/0] 
     via GigabitEthernet0/0, receive 
C   6::/64 [0/0] 
     via GigabitEthernet0/1, directly connected 
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L   6::1/128 [0/0] 
     via GigabitEthernet0/1, receive 
B   7::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
B   8::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
B   9::10/128 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
B   11::/64 [20/0] 
     via FE80::2D0:2BFF:FE15:1100, GigabitEthernet0/0 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
R5 
Show run 
version 15.0 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R5 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ipv6 unicast-routing 
ipv6 cef 
ip source-route 
ip cef 
no ip domain lookup 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX15208074 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
archive 
 log config 
  hidekeys 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Loopback0 
 ip address 11.11.11.11 255.255.255.255 
 ipv6 address 11::11/64 
 ipv6 eigrp 1 
interface GigabitEthernet0/0 
 ip address 1.1.1.2 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 1::2/64 
 ipv6 eigrp 1 
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interface GigabitEthernet0/1 
 no ip address 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 no fair-queue 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 router eigrp 1 
 network 1.1.1.0 0.0.0.255 
 network 11.11.11.11 0.0.0.0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router eigrp 1 
 eigrp router-id 4.4.4.4 
control-plane 
mgcp fax t38 ecm 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.1.2/32 is directly connected, GigabitEthernet0/0 
      2.0.0.0/24 is subnetted, 1 subnets 
D        2.2.2.0 [90/30720] via 1.1.1.1, 00:33:32, GigabitEthernet0/0 
      3.0.0.0/24 is subnetted, 1 subnets 
D EX     3.3.3.0 [170/25602816] via 1.1.1.1, 00:22:19, 
GigabitEthernet0/0 
      4.0.0.0/24 is subnetted, 1 subnets 
D EX     4.4.4.0 [170/25602816] via 1.1.1.1, 00:22:20, 
GigabitEthernet0/0 
      5.0.0.0/24 is subnetted, 1 subnets 
D EX     5.5.5.0 [170/25602816] via 1.1.1.1, 00:22:20, 
GigabitEthernet0/0 
      6.0.0.0/24 is subnetted, 1 subnets 
D EX     6.6.6.0 [170/25602816] via 1.1.1.1, 00:22:20, 
GigabitEthernet0/0 
      7.0.0.0/24 is subnetted, 1 subnets 
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D EX     7.7.7.0 [170/25602816] via 1.1.1.1, 00:22:21, 
GigabitEthernet0/0 
      8.0.0.0/24 is subnetted, 1 subnets 
D EX     8.8.8.0 [170/25602816] via 1.1.1.1, 00:22:21, 
GigabitEthernet0/0 
      9.0.0.0/32 is subnetted, 1 subnets 
D EX     9.10.10.10 [170/25602816] via 1.1.1.1, 00:05:33, 
GigabitEthernet0/0 
      11.0.0.0/32 is subnetted, 1 subnets 
C        11.11.11.11 is directly connected, Loopback0 
 
Show ipv6 route 
C   1::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   1::2/128 [0/0] 
     via GigabitEthernet0/0, receive 
D   2::/64 [90/30720] 
     via FE80::218:19FF:FE69:A2E1, GigabitEthernet0/0 
EX  3::/64 [170/25605376] 
     via FE80::218:19FF:FE69:A2E1, GigabitEthernet0/0 
EX  4::/64 [170/25605376] 
     via FE80::218:19FF:FE69:A2E1, GigabitEthernet0/0 
EX  5::/64 [170/25605376] 
     via FE80::218:19FF:FE69:A2E1, GigabitEthernet0/0 
EX  6::/64 [170/25605376] 
     via FE80::218:19FF:FE69:A2E1, GigabitEthernet0/0 
EX  7::/64 [170/25605376] 
     via FE80::218:19FF:FE69:A2E1, GigabitEthernet0/0 
EX  8::/64 [170/25605376] 
     via FE80::218:19FF:FE69:A2E1, GigabitEthernet0/0 
EX  9::10/128 [170/25605376] 
     via FE80::218:19FF:FE69:A2E1, GigabitEthernet0/0 
C   11::/64 [0/0] 
     via Loopback0, directly connected 
L   11::11/128 [0/0] 
     via Loopback0, receive 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
IPv4 Pings 
R5#ping 6.6.6.2 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 6.6.6.2, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms 
R5#ping 7.7.7.2 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 7.7.7.2, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms 
R5#ping 9.10.10.10 
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Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 9.10.10.10, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms 
 

R6 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R6 
boot-start-marker 
boot-end-marker 
logging snmp-authfail 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ip domain lookup 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1520806E 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp mode transparent 
redundancy 
interface Loopback0 
 ip address 9.10.10.10 255.255.255.255 
 ipv6 address 9::10/64 
 ipv6 ospf 1 area 0 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 8.8.8.2 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 8::2/64 
 ipv6 ospf 1 area 0 
interface GigabitEthernet0/1 
 no ip address 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
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 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
router ospf 1 
 no auto-cost 
 network 8.8.8.0 0.0.0.255 area 0 
 network 9.10.10.10 0.0.0.0 area 0 
router ospf 2 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
control-plane 
 mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
 logging synchronous 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport input all 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 

Show ip route 
      1.0.0.0/24 is subnetted, 1 subnets 
O E2     1.1.1.0 [110/1] via 8.8.8.1, 01:08:46, GigabitEthernet0/0 
      2.0.0.0/24 is subnetted, 1 subnets 
O E2     2.2.2.0 [110/1] via 8.8.8.1, 01:08:46, GigabitEthernet0/0 
      3.0.0.0/24 is subnetted, 1 subnets 
O        3.3.3.0 [110/20] via 8.8.8.1, 00:49:33, GigabitEthernet0/0 
      4.0.0.0/24 is subnetted, 1 subnets 
O E2     4.4.4.0 [110/1] via 8.8.8.1, 01:08:46, GigabitEthernet0/0 
      5.0.0.0/24 is subnetted, 1 subnets 
O E2     5.5.5.0 [110/1] via 8.8.8.1, 01:08:46, GigabitEthernet0/0 
      6.0.0.0/24 is subnetted, 1 subnets 
O E2     6.6.6.0 [110/1] via 8.8.8.1, 01:08:46, GigabitEthernet0/0 
      7.0.0.0/24 is subnetted, 1 subnets 
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O E2     7.7.7.0 [110/1] via 8.8.8.1, 01:08:45, GigabitEthernet0/0 
      8.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        8.8.8.0/24 is directly connected, GigabitEthernet0/0 
L        8.8.8.2/32 is directly connected, GigabitEthernet0/0 
      9.0.0.0/32 is subnetted, 1 subnets 
C        9.10.10.10 is directly connected, Loopback0 
      11.0.0.0/32 is subnetted, 1 subnets 
O E2     11.11.11.11 [110/1] via 8.8.8.1, 00:04:14, GigabitEthernet0/0 
 
Show ipv6 route 
OE2 1::/64 [110/100] 
     via FE80::21E:F7FF:FE5E:F129, GigabitEthernet0/0 
OE2 2::/64 [110/100] 
     via FE80::21E:F7FF:FE5E:F129, GigabitEthernet0/0 
O   3::/64 [110/2] 
     via FE80::21E:F7FF:FE5E:F129, GigabitEthernet0/0 
OE2 4::/64 [110/100] 
     via FE80::21E:F7FF:FE5E:F129, GigabitEthernet0/0 
OE2 5::/64 [110/100] 
     via FE80::21E:F7FF:FE5E:F129, GigabitEthernet0/0 
OE2 6::/64 [110/100] 
     via FE80::21E:F7FF:FE5E:F129, GigabitEthernet0/0 
OE2 7::/64 [110/100] 
     via FE80::21E:F7FF:FE5E:F129, GigabitEthernet0/0 
C   8::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   8::2/128 [0/0] 
     via GigabitEthernet0/0, receive 
C   9::/64 [0/0] 
     via Loopback0, directly connected 
L   9::10/128 [0/0] 
     via Loopback0, receive 
OE2 11::/64 [110/100] 
     via FE80::21E:F7FF:FE5E:F129, GigabitEthernet0/0 
L   FF00::/8 [0/0] 
     via Null0, receive 
 

IPv4 Pings 
R6#ping 11.11.11.11 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 11.11.11.11, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms 
R6#ping 6.6.6.2 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 6.6.6.2, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms 
R6#ping 7.7.7.2 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 7.7.7.2, timeout is 2 seconds: 
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!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms 
 
R7 
Show run 
version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R7 
boot-start-marker 
boot-end-marker 
logging message-counter syslog 
no aaa new-model 
memory-size iomem 10 
dot11 syslog 
ip source-route 
ip cef 
no ip domain lookup 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
 no dspfarm 
vtp domain cisco 
vtp mode transparent 
archive 
 log config 
  hidekeys 
interface FastEthernet0/0 
 ip address 7.7.7.2 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 7::2/64 
 ipv6 eigrp 1 
interface FastEthernet0/1 
 no ip address 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 no fair-queue 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/1/0 
 no ip address 
 shutdown 
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 clock rate 2000000 
interface Serial0/1/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router eigrp 1 
 network 7.7.7.0 0.0.0.255 
 no auto-summary 
router bgp 3 
 no synchronization 
 bgp log-neighbor-changes 
 no auto-summary 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router eigrp 1 
 eigrp router-id 1.1.1.1 
 no shutdown 
control-plane 
mgcp behavior g729-variants static-pt 
line con 0 
line aux 0 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 

Show ip route 
     1.0.0.0/24 is subnetted, 1 subnets 
D EX    1.1.1.0 [170/25602816] via 7.7.7.1, 00:24:15, FastEthernet0/0 
     2.0.0.0/24 is subnetted, 1 subnets 
D EX    2.2.2.0 [170/25602816] via 7.7.7.1, 00:24:15, FastEthernet0/0 
     3.0.0.0/24 is subnetted, 1 subnets 
D EX    3.3.3.0 [170/25602816] via 7.7.7.1, 00:24:15, FastEthernet0/0 
     4.0.0.0/24 is subnetted, 1 subnets 
D       4.4.4.0 [90/30720] via 7.7.7.1, 00:51:51, FastEthernet0/0 
     5.0.0.0/24 is subnetted, 1 subnets 
D EX    5.5.5.0 [170/25602816] via 7.7.7.1, 00:24:17, FastEthernet0/0 
     6.0.0.0/24 is subnetted, 1 subnets 
D EX    6.6.6.0 [170/25602816] via 7.7.7.1, 00:24:17, FastEthernet0/0 
     7.0.0.0/24 is subnetted, 1 subnets 
C       7.7.7.0 is directly connected, FastEthernet0/0 
     8.0.0.0/24 is subnetted, 1 subnets 
D EX    8.8.8.0 [170/25602816] via 7.7.7.1, 00:24:17, FastEthernet0/0 
     9.0.0.0/32 is subnetted, 1 subnets 
D EX    9.10.10.10 [170/25602816] via 7.7.7.1, 00:06:41, 
FastEthernet0/0 
     11.0.0.0/32 is subnetted, 1 subnets 
D EX    11.11.11.11 [170/25602816] via 7.7.7.1, 00:04:48, 
FastEthernet0/0 
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Show ipv6 route 
EX  1::/64 [170/25602816] 
     via FE80::7ADA:6EFF:FE99:AA01, FastEthernet0/0 
EX  2::/64 [170/25602816] 
     via FE80::7ADA:6EFF:FE99:AA01, FastEthernet0/0 
EX  3::/64 [170/25602816] 
     via FE80::7ADA:6EFF:FE99:AA01, FastEthernet0/0 
D   4::/64 [90/30720] 
     via FE80::7ADA:6EFF:FE99:AA01, FastEthernet0/0 
EX  5::/64 [170/25602816] 
     via FE80::7ADA:6EFF:FE99:AA01, FastEthernet0/0 
EX  6::/64 [170/25602816] 
     via FE80::7ADA:6EFF:FE99:AA01, FastEthernet0/0 
C   7::/64 [0/0] 
     via FastEthernet0/0, directly connected 
L   7::2/128 [0/0] 
     via FastEthernet0/0, receive 
EX  8::/64 [170/25602816] 
     via FE80::7ADA:6EFF:FE99:AA01, FastEthernet0/0 
EX  9::10/128 [170/25602816] 
     via FE80::7ADA:6EFF:FE99:AA01, FastEthernet0/0 
EX  11::/64 [170/25602816] 
     via FE80::7ADA:6EFF:FE99:AA01, FastEthernet0/0 
L   FF00::/8 [0/0] 
     via Null0, receive 
 

IPv4 Pings 
R7#ping 11.11.11.11 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 11.11.11.11, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms 
R7#ping 9.10.10.10 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 9.10.10.10, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms 
R7#ping 6.6.6.2 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 6.6.6.2, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms 
 
IPv6 Pings 
R7#ping 9::10 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 9::10, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 0/0/4 ms 
R7#ping 11::11 
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Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 11::11, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 0/0/4 ms 
R7#ping 6::2 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 6::2, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 0/1/4 ms 
 
R9 
Show run 
version 15.1 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R9 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ipv6 unicast-routing 
ipv6 cef 
ip source-route 
ip cef 
no ip domain lookup 
multilink bundle-name authenticated 
crypto pki token default removal timeout 0 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1704Y03B 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
license boot module c2900 technology-package datak9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 6.6.6.2 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 6::2/64 
 ipv6 ospf 1 area 0 
interface GigabitEthernet0/1 
 no ip address 
 duplex auto 
 speed auto 
interface Serial0/0/0 
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 no ip address 
 shutdown 
 no fair-queue 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 no auto-cost 
 network 6.6.6.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport input all 
 transport output pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/24 is subnetted, 1 subnets 
O E2     1.1.1.0 [110/1] via 6.6.6.1, 01:10:47, GigabitEthernet0/0 
      2.0.0.0/24 is subnetted, 1 subnets 
O E2     2.2.2.0 [110/1] via 6.6.6.1, 01:10:47, GigabitEthernet0/0 
      3.0.0.0/24 is subnetted, 1 subnets 
O E2     3.3.3.0 [110/1] via 6.6.6.1, 01:10:47, GigabitEthernet0/0 
      4.0.0.0/24 is subnetted, 1 subnets 
O E2     4.4.4.0 [110/1] via 6.6.6.1, 01:10:47, GigabitEthernet0/0 
      5.0.0.0/24 is subnetted, 1 subnets 
O        5.5.5.0 [110/20] via 6.6.6.1, 00:50:02, GigabitEthernet0/0 
      6.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        6.6.6.0/24 is directly connected, GigabitEthernet0/0 
L        6.6.6.2/32 is directly connected, GigabitEthernet0/0 
      7.0.0.0/24 is subnetted, 1 subnets 
O E2     7.7.7.0 [110/1] via 6.6.6.1, 01:09:56, GigabitEthernet0/0 
      8.0.0.0/24 is subnetted, 1 subnets 
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O E2     8.8.8.0 [110/1] via 6.6.6.1, 01:10:31, GigabitEthernet0/0 
      9.0.0.0/32 is subnetted, 1 subnets 
O E2     9.10.10.10 [110/1] via 6.6.6.1, 00:07:18, GigabitEthernet0/0 
      11.0.0.0/32 is subnetted, 1 subnets 
O E2     11.11.11.11 [110/1] via 6.6.6.1, 00:05:25, GigabitEthernet0/0 
 
Show ipv6 route: 
OE2 1::/64 [110/100] 
     via FE80::26E9:B3FF:FE3C:1949, GigabitEthernet0/0 
OE2 2::/64 [110/100] 
     via FE80::26E9:B3FF:FE3C:1949, GigabitEthernet0/0 
OE2 3::/64 [110/100] 
     via FE80::26E9:B3FF:FE3C:1949, GigabitEthernet0/0 
OE2 4::/64 [110/100] 
     via FE80::26E9:B3FF:FE3C:1949, GigabitEthernet0/0 
O   5::/64 [110/2] 
     via FE80::26E9:B3FF:FE3C:1949, GigabitEthernet0/0 
C   6::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   6::2/128 [0/0] 
     via GigabitEthernet0/0, receive 
OE2 7::/64 [110/100] 
     via FE80::26E9:B3FF:FE3C:1949, GigabitEthernet0/0 
OE2 8::/64 [110/100] 
     via FE80::26E9:B3FF:FE3C:1949, GigabitEthernet0/0 
OE2 9::10/128 [110/100] 
     via FE80::26E9:B3FF:FE3C:1949, GigabitEthernet0/0 
OE2 11::/64 [110/100] 
     via FE80::26E9:B3FF:FE3C:1949, GigabitEthernet0/0 
L   FF00::/8 [0/0] 
     via Null0, receiveIPv4 Pings: 
 
IPv4 Pings: 
R9#ping 11.11.11.11 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 11.11.11.11, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms 
R9#ping 9.10.10.10 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 9.10.10.10, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms 
R9#ping 7.7.7.2 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 7.7.7.2, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms 
 
IPv6 Pings: 
R9#ping 7::2 
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Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 7::2, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 0/0/0 ms 
R9#ping 9::10 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 9::10, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 0/0/4 ms 
R9#ping 11::11 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 11::11, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 0/0/4 ms 
 

Catalyst 6500: 
Show run: 
upgrade fpd auto 
version 12.2 
service timestamps debug uptime 
service timestamps log uptime 
no service password-encryption 
service counters max age 5 
hostname catalyst 
boot-start-marker 
boot system sup-bootdisk:s3223-advipservicesk9_wan-mz.122-33.SXH4.bin 
boot-end-marker 
no aaa new-model 
call-home 
  alert-group configuration 
  alert-group diagnostic 
  alert-group environment 
  alert-group inventory 
  alert-group syslog 
 profile "CiscoTAC-1" 
   no active 
   no destination transport-method http 
   destination transport-method email 
   destination address email callhome@cisco.com 
   destination address http 
https://tools.cisco.com/its/service/oddce/services/DDCEService 
   subscribe-to-alert-group diagnostic severity minor 
   subscribe-to-alert-group environment severity minor 
   subscribe-to-alert-group syslog severity major pattern ".*" 
   subscribe-to-alert-group configuration periodic monthly 25 13:19 
   subscribe-to-alert-group inventory periodic monthly 25 13:04 
ip subnet-zero 
ipv6 unicast-routing 
mls ip slb purge global 
mls netflow interface 
no mls flow ip 
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no mls flow ipv6 
mls cef error action reset 
redundancy 
 keepalive-enable 
 mode sso 
 main-cpu 
  auto-sync running-config 
spanning-tree mode pvst 
spanning-tree extend system-id 
system flowcontrol bus auto 
diagnostic cns publish cisco.cns.device.diag_results 
diagnostic cns subscribe cisco.cns.device.diag_commands 
vlan internal allocation policy ascending 
vlan access-log ratelimit 2000 
interface FastEthernet4/1 
 ip address 2.2.2.2 255.255.255.0 
 shutdown 
 ipv6 address 2::2/64 
interface FastEthernet4/2 
 ip address 3.3.3.2 255.255.255.0 
 shutdown 
 ipv6 address 3::2/64 
interface FastEthernet4/3 
 ip address 4.4.4.2 255.255.255.0 
 shutdown 
 ipv6 address 4::2/64 
interface FastEthernet4/4 
 ip address 5.5.5.2 255.255.255.0 
 shutdown 
 ipv6 address 5::2/64 
router bgp 5 
 bgp log-neighbor-changes 
 neighbor 2::1 remote-as 1 
 neighbor 3::1 remote-as 2 
 neighbor 4::1 remote-as 3 
 neighbor 5::1 remote-as 4 
 neighbor 2.2.2.1 remote-as 1 
 neighbor 3.3.3.1 remote-as 2 
 neighbor 4.4.4.1 remote-as 3 
 neighbor 5.5.5.1 remote-as 4 
 address-family ipv4 
  redistribute connected 
  redistribute eigrp 1 
  redistribute ospf 1 
  no neighbor 2::1 activate 
  no neighbor 3::1 activate 
  no neighbor 4::1 activate 
  no neighbor 5::1 activate 
  neighbor 2.2.2.1 activate 
  neighbor 3.3.3.1 activate 
  neighbor 4.4.4.1 activate 
  neighbor 5.5.5.1 activate 
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  no auto-summary 
  synchronization 
 exit-address-family 
 address-family ipv6 
  neighbor 2::1 activate 
  neighbor 3::1 activate 
  neighbor 4::1 activate 
  neighbor 5::1 activate 
 exit-address-family 
ip classless 
no ip http server 
no ip http secure-server 
control-plane 
dial-peer cor custom 
line con 0 
 logging synchronous 
line vty 0 4 
 login 
line vty 5 15 
 login 
monitor session 1 source interface Fa4/1 
monitor session 1 destination interface Fa4/11 
end 
 
Show ip route: 
Gateway of last resort is not set 
     1.0.0.0/24 is subnetted, 1 subnets 
B       1.1.1.0 [20/0] via 2.2.2.1, 01:11:27 
     2.0.0.0/24 is subnetted, 1 subnets 
C       2.2.2.0 is directly connected, FastEthernet4/1 
     3.0.0.0/24 is subnetted, 1 subnets 
C       3.3.3.0 is directly connected, FastEthernet4/2 
     4.0.0.0/24 is subnetted, 1 subnets 
C       4.4.4.0 is directly connected, FastEthernet4/3 
     5.0.0.0/24 is subnetted, 1 subnets 
C       5.5.5.0 is directly connected, FastEthernet4/4 
     6.0.0.0/24 is subnetted, 1 subnets 
B       6.6.6.0 [20/0] via 5.5.5.1, 01:11:55 
     7.0.0.0/24 is subnetted, 1 subnets 
B       7.7.7.0 [20/0] via 4.4.4.1, 01:10:22 
     8.0.0.0/24 is subnetted, 1 subnets 
B       8.8.8.0 [20/0] via 3.3.3.1, 01:10:57 
     9.0.0.0/32 is subnetted, 1 subnets 
B       9.10.10.10 [20/11] via 3.3.3.1, 00:07:44 
     11.0.0.0/32 is subnetted, 1 subnets 
B       11.11.11.11 [20/156160] via 2.2.2.1, 00:05:51 
 
Show ipv6 route: 
B   1::/64 [20/0] 
     via FE80::218:19FF:FE69:A2E0, FastEthernet4/1 
C   2::/64 [0/0] 
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     via FastEthernet4/1, directly connected 
L   2::2/128 [0/0] 
     via FastEthernet4/1, receive 
C   3::/64 [0/0] 
     via FastEthernet4/2, directly connected 
L   3::2/128 [0/0] 
     via FastEthernet4/2, receive 
C   4::/64 [0/0] 
     via FastEthernet4/3, directly connected 
L   4::2/128 [0/0] 
     via FastEthernet4/3, receive 
C   5::/64 [0/0] 
     via FastEthernet4/4, directly connected 
L   5::2/128 [0/0] 
     via FastEthernet4/4, receive 
B   6::/64 [20/0] 
     via FE80::26E9:B3FF:FE3C:1948, FastEthernet4/4 
B   7::/64 [20/0] 
     via FE80::7ADA:6EFF:FE99:AA00, FastEthernet4/3 
B   8::/64 [20/0] 
     via FE80::21E:F7FF:FE5E:F128, FastEthernet4/2 
B   9::10/128 [20/1] 
     via FE80::21E:F7FF:FE5E:F128, FastEthernet4/2 
B   11::/64 [20/156160] 
     via FE80::218:19FF:FE69:A2E0, FastEthernet4/1 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
IPv4 Pings: 
catalyst#ping 11.11.11.11 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 11.11.11.11, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms 
catalyst#ping 9.10.10.10 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 9.10.10.10, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms 
catalyst#ping 7.7.7.2 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 7.7.7.2, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms 
catalyst#ping 6.6.6.2 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 6.6.6.2, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms 
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BGP Wireshark Capture:  
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Problems 
 
We first configured IPv4 and we were able to ping between border routers with no problems but 

we were not able get to the routers in the OSPF and EIGRP networks. BGP was not being distributed 
right on the border routers even though we issued the “redistribute bgp AS” command under OSPF and 
EIGRP and “redistribute ospf AS” and “redistribute eigrp AS” command under BGP. 

To fix the redistribution problem on OSPF we used the “redistribute bgp 2 subnets” and 
“redistribute connected” commands to redistribute OSPF into the BGP network and by doing that we 
were able to establish end-to-end connectivity between the OSPF networks. 

We tried to do the same thing for the EIGRP networks but it didn’t work. There was something 
else different and we had a really hard finding it however after long hours of research we figured that we 
had to change the metrics of the EIGRP because the default metrics of EIGRP does not work with many 
other routing protocols including BGP. We also found the right metrics in order for the EIGRP to work 
with BGP and it was “100 1 255 2 1500”. After configuring the “redistribute bgp 1 metric 100 1 255 2 
1500” command our IPv4 EIGRP networks established end to end connectivity too. 

After we fully configured IPv4 in every network and were able ping any destination from any 
source we moved onto IPv6 configuration. The problem was we weren’t able to ping any address on the 
other side of the catalyst from any border router. So, BGP was not working. We went back and looked 
back at our configurations on the routers and realized that all the commands including IPv4 and IPv6 
commands were under the IPv4 address family in BGP. However, IPv4 commands have to be under IPv4 
address family and IPv6 commands have to be under IPv6 address family. In order to move the IPv6 
command to the IPv6 address family, we first deleted them under the IPv4 address family and entered 
them under the IPv6 address family. 

After fixing the address family problem in the routers that were running BGP, IPv6 BGP was 
working and we were able to ping any destination from any source. 
 
 
Conclusion 

 
This was the first time we ever used BGP. The configuration and the idea behind how it works is 

a little different than the routing protocols we learned to use. It was a little bit challenging to understand 
the idea on how BGP works but after understanding it, it was easy to configure it on a topology with 8 
routers and a catalyst 6500. We had some problems with the redistribution of OSPF first then with 
EIGRP. The solution was a really easy and simple solution but it took a long time to figure out the 
problem. Overall it was quicker to configure IPv6 because by the time we were done with IPv4 we 
learned how BGP worked and knew what we were doing. So we were able to configure IPv6 really fast. 
There were some address family problems but it was an easy fix. This lab started off harder than I 
expected but finished easy. 
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Route Reflectors 
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Purpose 
 

The purpose of this lab was to configure two route reflectors in a redundant network that was 
using internal BGP in order to minimize the number of neighbor commands in every router’s 
configuration. 
 
 
Background Information 
 

While configuring internal BGP, IBGP requires full-mesh which can be a complicated process, so 
instead most networks use route reflectors to simplify configuration.  
 A mesh network is a local area network (LAN), wireless local area network (WLAN) or virtual 
LAN (VLAN) that employs one of two decentralized connection arrangements: full mesh topology or 
partial mesh topology. In a full mesh topology, each network node (workstation or other device) is 
connected directly to each of the others. In a partial mesh topology, some nodes are connected to all the 
others, but others are only connected to those nodes with which they exchange the most data.  
 In an IBGP network, when IBGP is configured, every directly connected router must be 
configured as a neighbor. So if the router that is being configured is directly connected to two other 
routers then it will need to have two different neighbor entries in its configuration. If it is connected to a 
hundred other routers, then it will have to have a hundred neighbor entries. That is how full mesh relates 
to IBGP. Going back to the example, every other router will need to have a hundred entrees if they are 
also connected to every other router. That is a lot of work and that’s when route reflectors come into play. 
 So, a route reflector is a network routing component. It offers an alternative to the logical full-
mesh requirement of IBGP. A route reflector acts as a focal point for IBGP sessions. The purpose of the 
RR is concentration. Multiple BGP routers can peer with a central point, the route reflector, which is 
acting as a route reflector server, rather than peer with every other router in a full mesh. All the other 
IBGP routers become route reflector clients. 
 This approach, similar to OSPF's DR/BDR feature, provides large networks with added IBGP 
scalability. Just like the previous example, in a fully meshed IBGP network of ten routers, ninety 
individual CLI statements that are spread throughout all routers in the topology are needed just to define 
the remote-AS of each peer. This can quickly become a pretty frustrating and boring thing to do for the 
network administrator and it will take a long time to enter those commands. A route reflector topology 
could cut these ninety statements down to eighteen, offering a viable solution for the larger networks 
administered by ISPs. 
 A route reflector is a single point of failure, therefore a second route reflector may be configured 
in order to provide redundancy. The additional route reflector would require some commands too but it 
still would be a lot less than configuring full mesh IBGP.  
 Route reflectors can be viewed like Google contacts. This is a feature Google offers to android 
users. The user uploads all of his/her contacts to Google contacts once. Every time he/she gets a new 
phone, he/she can go to Google contacts and download all of his/her contacts to his/her new phone. If this 
service Google offered for no charge did not exist, the person would have to enter his/her contacts to 
his/her new phone every time he/she gets a new phone. That can be really painful if the person has a lot of 
people in his/her contacts. Route reflectors do what Google contacts does but instead of storing people’s 
contacts, route reflectors store the neighbor information of the routers in the IBGP network they are in. 
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Lab Summary 
 

This lab had two steps to it. First, we configured a full mesh IBGP topology and created end-to-
end connectivity in the network. On the second step, we used two route reflectors in the IBGP network to 
create end-to-end connectivity. 
 On the first step we connected five routers, a layer 3 switch and a catalyst 6500 to a layer 2 
switch and created a network. We were using IBGP so every router was in the same autonomous system. 
We entered the IP addresses for the interfaces and created a loopback in every device except for the layer 
2 switch. We did not configure anything on the layer 2 switch, it was just connecting every device in the 
network to each other, creating a full mesh network. On the other devices however, we configured their IP 
addresses and then we configured IBGP on every router, layer 3 switch and catalyst 6500. Since it was a 
full mesh network, we entered the addresses of every neighbor under the BGP configuration of every 
device. Then we redistributed the connected links of the routers with other devices so that the loopbacks 
could ping each other. After doing those configurations on every device except for the layer 2 switch, we 
were able to ping every address in the network from any device and we were able to see all the routes in 
the routing table of the routers. 
 On the second step we changed our topology a little bit. We got rid of the layer 2 switch and we 
used layer 3 switch and the catalyst to connect the routers together. The layer 3 switch and the catalyst 
were not directly connected. We were going to configure route reflectors on this step. We decided to have 
two route reflectors to make the network redundant. This time every link was a different network by itself 
because we weren’t using a layer 2 switch anymore. So we entered the IP address for every port in the 
topology first. Then we configured BGP in every route reflector client and then we configured the route 
reflectors. In route reflector clients, we only entered three commands. The first two commands specified 
the two route reflectors as the neighbors and the third command redistributed the connected links of the 
routers with other devices. In the route reflectors, we entered every neighbor’s address just like we did to 
every device in the full mesh. In the route reflectors, we also specified who were going to be the clients of 
that reflector. After doing those things we had a redundant IBGP network that was using two route 
reflectors. Every router was able to ping every other device even when one of the route reflectors was not 
working. 
 
Lab Commands 
 
router bgp 1 This command creates and configures the BGP 

routing process. 
redistribute connected This command is entered under router eigrp, 

router ospf or router bgp and advertises the 
connected routes to the routing protocol that it is 
configured under. 

neighbor 1.1.1.2 remote-as 1 This command is used under router bgp and it 
advertises an external bgp network and its 
autonomous system number to the BGP on the 
router where this command is entered. 

neighbor 3.3.1.1 route-reflector-
client 

This command is used to configure the router as a 
BGP route reflector and configure the specified 
neighbor as its client. It is the router with the IP 
address 3.3.1.1 in this case. 
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Network Diagram 
 
Topology for the first step of the lab which is to establish end-to-end connectivity via full mesh: 
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Topology for the second step of the lab which is to create end-to-end connectivity by using two route 
reflectors: 
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Configurations 
 
Configurations for the first step of the lab (only from R3 and R4, the other configurations are 
similar): 
R3: 
Show run 
hostname R3 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ip domain lookup 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180LH 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
redundancy 
interface Loopback0 
 ip address 3.3.3.3 255.255.255.0 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.1.3 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router bgp 1 
 bgp log-neighbor-changes 
 network 3.3.3.0 mask 255.255.255.0 
 neighbor 1.1.1.2 remote-as 1 
 neighbor 1.1.1.4 remote-as 1 
 neighbor 1.1.1.5 remote-as 1 
 neighbor 1.1.1.6 remote-as 1 
 neighbor 1.1.1.7 remote-as 1 
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 neighbor 1.1.1.8 remote-as 1 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
   mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
 logging synchronous 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.1.3/32 is directly connected, GigabitEthernet0/0 
      2.0.0.0/24 is subnetted, 1 subnets 
B        2.2.2.0 [200/0] via 1.1.1.2, 00:01:57 
      3.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        3.3.3.0/24 is directly connected, Loopback0 
L        3.3.3.3/32 is directly connected, Loopback0 
      4.0.0.0/24 is subnetted, 1 subnets 
B        4.4.4.0 [200/0] via 1.1.1.4, 00:22:05 
      5.0.0.0/24 is subnetted, 1 subnets 
B        5.5.5.0 [200/0] via 1.1.1.5, 00:21:25 
      6.0.0.0/24 is subnetted, 1 subnets 
B        6.6.6.0 [200/0] via 1.1.1.6, 00:20:53 
      7.0.0.0/24 is subnetted, 1 subnets 
B        7.7.7.0 [200/0] via 1.1.1.7, 00:20:01 
      8.0.0.0/24 is subnetted, 1 subnets 
B        8.8.8.0 [200/0] via 1.1.1.8, 00:10:41  
 
Show bgp 
     Network          Next Hop            Metric LocPrf Weight Path 
 *>i 2.2.2.0/24       1.1.1.2                  0    100      0 i 
 *>  3.3.3.0/24       0.0.0.0                  0         32768 i 
 *>i 4.4.4.0/24       1.1.1.4                  0    100      0 i 
 *>i 5.5.5.0/24       1.1.1.5                  0    100      0 i 
 *>i 6.6.6.0/24       1.1.1.6                  0    100      0 i 
 *>i 7.7.7.0/24       1.1.1.7                  0    100      0 i 
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 *>i 8.8.8.0/24       1.1.1.8                  0    100      0 i 
 

R4 
Show run 
hostname R4 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ip domain lookup 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180LN 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Loopback0 
 ip address 4.4.4.4 255.255.255.0 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.1.4 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router bgp 1 
 bgp log-neighbor-changes 
 network 4.4.4.0 mask 255.255.255.0 
 neighbor 1.1.1.2 remote-as 1 
 neighbor 1.1.1.3 remote-as 1 
 neighbor 1.1.1.5 remote-as 1 
 neighbor 1.1.1.6 remote-as 1 
 neighbor 1.1.1.7 remote-as 1 



109 
 

 neighbor 1.1.1.8 remote-as 1 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
   mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
 logging synchronous 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.1.4/32 is directly connected, GigabitEthernet0/0 
      2.0.0.0/24 is subnetted, 1 subnets 
B        2.2.2.0 [200/0] via 1.1.1.2, 00:02:51 
      3.0.0.0/24 is subnetted, 1 subnets 
B        3.3.3.0 [200/0] via 1.1.1.3, 00:23:05 
      4.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        4.4.4.0/24 is directly connected, Loopback0 
L        4.4.4.4/32 is directly connected, Loopback0 
      5.0.0.0/24 is subnetted, 1 subnets 
B        5.5.5.0 [200/0] via 1.1.1.5, 00:22:26 
      6.0.0.0/24 is subnetted, 1 subnets 
B        6.6.6.0 [200/0] via 1.1.1.6, 00:21:54 
      7.0.0.0/24 is subnetted, 1 subnets 
B        7.7.7.0 [200/0] via 1.1.1.7, 00:21:01 
      8.0.0.0/24 is subnetted, 1 subnets 
B        8.8.8.0 [200/0] via 1.1.1.8, 00:11:41 
 
Show bgp 
     Network          Next Hop            Metric LocPrf Weight Path 
 *>i 2.2.2.0/24       1.1.1.2                  0    100      0 i 
 *>i 3.3.3.0/24       1.1.1.3                  0    100      0 i 
 *>  4.4.4.0/24       0.0.0.0                  0         32768 i 
 *>i 5.5.5.0/24       1.1.1.5                  0    100      0 i 
 *>i 6.6.6.0/24       1.1.1.6                  0    100      0 i 
 *>i 7.7.7.0/24       1.1.1.7                  0    100      0 i 
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 *>i 8.8.8.0/24       1.1.1.8                  0    100      0 iR5 
 

Configurations for the second step of the lab: 
R3 
Show run: 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R3 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ip domain lookup 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180LH 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.3.3 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 3.3.1.1 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router bgp 1 
 bgp log-neighbor-changes 
 redistribute connected 
 neighbor 1.1.3.1 remote-as 1 
 neighbor 3.3.1.3 remote-as 1 
ip forward-protocol nd 
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no ip http server 
no ip http secure-server 
control-plane 
   mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
 logging synchronous 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 6 subnets, 2 masks 
C        1.1.3.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.3.3/32 is directly connected, GigabitEthernet0/0 
B        1.1.4.0/24 [200/0] via 1.1.3.1, 00:06:07 
B        1.1.5.0/24 [200/0] via 1.1.3.1, 00:06:07 
B        1.1.6.0/24 [200/0] via 1.1.3.1, 00:06:07 
B        1.1.7.0/24 [200/0] via 1.1.3.1, 00:06:07 
      2.0.0.0/24 is subnetted, 1 subnets 
B        2.2.2.0 [200/0] via 1.1.3.1, 00:06:07 
      3.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        3.3.1.0/24 is directly connected, GigabitEthernet0/1 
L        3.3.1.1/32 is directly connected, GigabitEthernet0/1 
      4.0.0.0/24 is subnetted, 1 subnets 
B        4.4.1.0 [200/0] via 1.1.4.4, 00:06:07 
      5.0.0.0/24 is subnetted, 1 subnets 
B        5.5.1.0 [200/0] via 1.1.5.5, 00:06:06 
      6.0.0.0/24 is subnetted, 1 subnets 
B        6.6.1.0 [200/0] via 1.1.6.6, 00:06:05 
      7.0.0.0/24 is subnetted, 1 subnets 
B        7.7.1.0 [200/0] via 1.1.7.7, 00:06:05 
      8.0.0.0/24 is subnetted, 1 subnets 
B        8.8.8.0 [200/0] via 3.3.1.3, 00:39:38 
 
Show bgp 
     Network          Next Hop            Metric LocPrf Weight Path 
 * i 1.1.3.0/24       1.1.3.1                  0    100      0 ? 
 *>                   0.0.0.0                  0         32768 ? 
 *>i 1.1.4.0/24       1.1.3.1                  0    100      0 ? 
 * i                  4.4.1.1                  0    100      0 ? 
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 *>i 1.1.5.0/24       1.1.3.1                  0    100      0 ? 
 * i                  5.5.1.1                  0    100      0 ? 
 *>i 1.1.6.0/24       1.1.3.1                  0    100      0 ? 
 * i                  6.6.1.1                  0    100      0 ? 
 *>i 1.1.7.0/24       1.1.3.1                  0    100      0 ? 
 * i                  7.7.1.1                  0    100      0 ? 
 *>i 2.2.2.0/24       1.1.3.1                  0    100      0 i 
 * i 3.3.1.0/24       3.3.1.3                  0    100      0 ? 
 *>                   0.0.0.0                  0         32768 ? 
 *>i 4.4.1.0/24       1.1.4.4                  0    100      0 ? 
     Network          Next Hop            Metric LocPrf Weight Path 
 * i                  3.3.1.3                  0    100      0 ? 
 *>i 5.5.1.0/24       1.1.5.5                  0    100      0 ? 
 * i                  3.3.1.3                  0    100      0 ? 
 *>i 6.6.1.0/24       1.1.6.6                  0    100      0 ? 
 * i                  3.3.1.3                  0    100      0 ? 
 *>i 7.7.1.0/24       1.1.7.7                  0    100      0 ? 
 * i                  3.3.1.3                  0    100      0 ? 
 *>i 8.8.8.0/24       3.3.1.3                  0    100      0 i 
 
R4 
Show run: 
Current configuration : 1629 bytesLast configuration change at 
20:10:06 UTC Thu Apr 28 2016 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R4 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ip domain lookup 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180LN 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.4.4 255.255.255.0 
 duplex auto 
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 speed auto 
interface GigabitEthernet0/1 
 ip address 4.4.1.1 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router bgp 1 
 bgp log-neighbor-changes 
 redistribute connected 
 neighbor 1.1.4.1 remote-as 1 
 neighbor 4.4.1.4 remote-as 1 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
   mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
 logging synchronous 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 6 subnets, 2 masks 
B        1.1.3.0/24 [200/0] via 1.1.4.1, 00:07:15 
C        1.1.4.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.4.4/32 is directly connected, GigabitEthernet0/0 
B        1.1.5.0/24 [200/0] via 1.1.4.1, 00:07:15 
B        1.1.6.0/24 [200/0] via 1.1.4.1, 00:07:15 
B        1.1.7.0/24 [200/0] via 1.1.4.1, 00:07:15 
      2.0.0.0/24 is subnetted, 1 subnets 
B        2.2.2.0 [200/0] via 1.1.4.1, 00:07:15 
      3.0.0.0/24 is subnetted, 1 subnets 
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B        3.3.1.0 [200/0] via 1.1.3.3, 00:07:15 
      4.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        4.4.1.0/24 is directly connected, GigabitEthernet0/1 
L        4.4.1.1/32 is directly connected, GigabitEthernet0/1 
      5.0.0.0/24 is subnetted, 1 subnets 
B        5.5.1.0 [200/0] via 1.1.5.5, 00:07:14 
      6.0.0.0/24 is subnetted, 1 subnets 
B        6.6.1.0 [200/0] via 1.1.6.6, 00:07:14 
      7.0.0.0/24 is subnetted, 1 subnets 
B        7.7.1.0 [200/0] via 1.1.7.7, 00:07:13 
      8.0.0.0/24 is subnetted, 1 subnets 
B        8.8.8.0 [200/0] via 4.4.1.4, 00:40:47 
 
Show bgp 
     Network          Next Hop            Metric LocPrf Weight Path 
 *>i 1.1.3.0/24       1.1.4.1                  0    100      0 ? 
 * i                  3.3.1.1                  0    100      0 ? 
 * i 1.1.4.0/24       1.1.4.1                  0    100      0 ? 
 *>                   0.0.0.0                  0         32768 ? 
 *>i 1.1.5.0/24       1.1.4.1                  0    100      0 ? 
 * i                  5.5.1.1                  0    100      0 ? 
 *>i 1.1.6.0/24       1.1.4.1                  0    100      0 ? 
 * i                  6.6.1.1                  0    100      0 ? 
 *>i 1.1.7.0/24       1.1.4.1                  0    100      0 ? 
 * i                  7.7.1.1                  0    100      0 ? 
 *>i 2.2.2.0/24       1.1.4.1                  0    100      0 i 
 *>i 3.3.1.0/24       1.1.3.3                  0    100      0 ? 
 * i                  4.4.1.4                  0    100      0 ? 
 * i 4.4.1.0/24       4.4.1.4                  0    100      0 ? 
     Network          Next Hop            Metric LocPrf Weight Path 
 *>                   0.0.0.0                  0         32768 ? 
 *>i 5.5.1.0/24       1.1.5.5                  0    100      0 ? 
 * i                  4.4.1.4                  0    100      0 ? 
 *>i 6.6.1.0/24       1.1.6.6                  0    100      0 ? 
 * i                  4.4.1.4                  0    100      0 ? 
 *>i 7.7.1.0/24       1.1.7.7                  0    100      0 ? 
 * i                  4.4.1.4                  0    100      0 ? 
 *>i 8.8.8.0/24       4.4.1.4                  0    100      0 i 
 
R5 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R5 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
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no ip domain lookup 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1520806Y 
license accept end user agreement 
license boot module c2900 technology-package uck9 
license boot module c2900 technology-package datak9 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.5.5 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 5.5.1.1 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
router bgp 1 
 bgp log-neighbor-changes 
 redistribute connected 
 neighbor 1.1.5.1 remote-as 1 
 neighbor 5.5.1.5 remote-as 1 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
   mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
 logging synchronous 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
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 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 6 subnets, 2 masks 
B        1.1.3.0/24 [200/0] via 1.1.5.1, 00:08:20 
B        1.1.4.0/24 [200/0] via 1.1.5.1, 00:08:20 
C        1.1.5.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.5.5/32 is directly connected, GigabitEthernet0/0 
B        1.1.6.0/24 [200/0] via 1.1.5.1, 00:08:20 
B        1.1.7.0/24 [200/0] via 1.1.5.1, 00:08:20 
      2.0.0.0/24 is subnetted, 1 subnets 
B        2.2.2.0 [200/0] via 1.1.5.1, 00:08:20 
      3.0.0.0/24 is subnetted, 1 subnets 
B        3.3.1.0 [200/0] via 1.1.3.3, 00:08:20 
      4.0.0.0/24 is subnetted, 1 subnets 
B        4.4.1.0 [200/0] via 1.1.4.4, 00:08:20 
      5.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        5.5.1.0/24 is directly connected, GigabitEthernet0/1 
L        5.5.1.1/32 is directly connected, GigabitEthernet0/1 
      6.0.0.0/24 is subnetted, 1 subnets 
B        6.6.1.0 [200/0] via 1.1.6.6, 00:08:20 
      7.0.0.0/24 is subnetted, 1 subnets 
B        7.7.1.0 [200/0] via 1.1.7.7, 00:08:20 
      8.0.0.0/24 is subnetted, 1 subnets 
B        8.8.8.0 [200/0] via 5.5.1.5, 00:41:53 
 
Show bgp 
     Network          Next Hop            Metric LocPrf Weight Path 
 *>i 1.1.3.0/24       1.1.5.1                  0    100      0 ? 
 * i                  3.3.1.1                  0    100      0 ? 
 *>i 1.1.4.0/24       1.1.5.1                  0    100      0 ? 
 * i                  4.4.1.1                  0    100      0 ? 
 * i 1.1.5.0/24       1.1.5.1                  0    100      0 ? 
 *>                   0.0.0.0                  0         32768 ? 
 *>i 1.1.6.0/24       1.1.5.1                  0    100      0 ? 
 * i                  6.6.1.1                  0    100      0 ? 
 *>i 1.1.7.0/24       1.1.5.1                  0    100      0 ? 
 * i                  7.7.1.1                  0    100      0 ? 
 *>i 2.2.2.0/24       1.1.5.1                  0    100      0 i 
 *>i 3.3.1.0/24       1.1.3.3                  0    100      0 ? 
 * i                  5.5.1.5                  0    100      0 ? 
 *>i 4.4.1.0/24       1.1.4.4                  0    100      0 ? 
     Network          Next Hop            Metric LocPrf Weight Path 
 * i                  5.5.1.5                  0    100      0 ? 
 * i 5.5.1.0/24       5.5.1.5                  0    100      0 ? 
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 *>                   0.0.0.0                  0         32768 ? 
 *>i 6.6.1.0/24       1.1.6.6                  0    100      0 ? 
 * i                  5.5.1.5                  0    100      0 ? 
 *>i 7.7.1.0/24       1.1.7.7                  0    100      0 ? 
 * i                  5.5.1.5                  0    100      0 ? 
 *>i 8.8.8.0/24       5.5.1.5                  0    100      0 i 
 
R6 
Show run: 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R6 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ip domain lookup 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1520806Z 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.6.6 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 6.6.1.1 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
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 speed auto 
router bgp 1 
 bgp log-neighbor-changes 
 redistribute connected 
 neighbor 1.1.6.1 remote-as 1 
 neighbor 6.6.1.6 remote-as 1 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
   mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
 logging synchronous 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 6 subnets, 2 masks 
B        1.1.3.0/24 [200/0] via 1.1.6.1, 00:09:01 
B        1.1.4.0/24 [200/0] via 1.1.6.1, 00:09:01 
B        1.1.5.0/24 [200/0] via 1.1.6.1, 00:09:01 
C        1.1.6.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.6.6/32 is directly connected, GigabitEthernet0/0 
B        1.1.7.0/24 [200/0] via 1.1.6.1, 00:09:01 
      2.0.0.0/24 is subnetted, 1 subnets 
B        2.2.2.0 [200/0] via 1.1.6.1, 00:09:01 
      3.0.0.0/24 is subnetted, 1 subnets 
B        3.3.1.0 [200/0] via 1.1.3.3, 00:09:01 
      4.0.0.0/24 is subnetted, 1 subnets 
B        4.4.1.0 [200/0] via 1.1.4.4, 00:09:01 
      5.0.0.0/24 is subnetted, 1 subnets 
B        5.5.1.0 [200/0] via 1.1.5.5, 00:09:01 
      6.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        6.6.1.0/24 is directly connected, GigabitEthernet0/1 
L        6.6.1.1/32 is directly connected, GigabitEthernet0/1 
      7.0.0.0/24 is subnetted, 1 subnets 
B        7.7.1.0 [200/0] via 1.1.7.7, 00:09:01 
      8.0.0.0/24 is subnetted, 1 subnets 
B        8.8.8.0 [200/0] via 6.6.1.6, 00:42:34 
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Show bgp 
     Network          Next Hop            Metric LocPrf Weight Path 
 *>i 1.1.3.0/24       1.1.6.1                  0    100      0 ? 
 * i                  3.3.1.1                  0    100      0 ? 
 *>i 1.1.4.0/24       1.1.6.1                  0    100      0 ? 
 * i                  4.4.1.1                  0    100      0 ? 
 *>i 1.1.5.0/24       1.1.6.1                  0    100      0 ? 
 * i                  5.5.1.1                  0    100      0 ? 
 * i 1.1.6.0/24       1.1.6.1                  0    100      0 ? 
 *>                   0.0.0.0                  0         32768 ? 
 *>i 1.1.7.0/24       1.1.6.1                  0    100      0 ? 
 * i                  7.7.1.1                  0    100      0 ? 
 *>i 2.2.2.0/24       1.1.6.1                  0    100      0 i 
 *>i 3.3.1.0/24       1.1.3.3                  0    100      0 ? 
 * i                  6.6.1.6                  0    100      0 ? 
 *>i 4.4.1.0/24       1.1.4.4                  0    100      0 ? 
     Network          Next Hop            Metric LocPrf Weight Path 
 * i                  6.6.1.6                  0    100      0 ? 
 *>i 5.5.1.0/24       1.1.5.5                  0    100      0 ? 
 * i                  6.6.1.6                  0    100      0 ? 
 * i 6.6.1.0/24       6.6.1.6                  0    100      0 ? 
 *>                   0.0.0.0                  0         32768 ? 
 *>i 7.7.1.0/24       1.1.7.7                  0    100      0 ? 
 * i                  6.6.1.6                  0    100      0 ? 
 *>i 8.8.8.0/24       6.6.1.6                  0    100      0 i 
 
R7 
Show run: 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R7 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ip domain lookup 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX152885RE 
license accept end user agreement 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
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 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.7.7 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 7.7.1.1 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
router bgp 1 
 bgp log-neighbor-changes 
 redistribute connected 
 neighbor 1.1.7.1 remote-as 1 
 neighbor 7.7.1.7 remote-as 1 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
   mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
 logging synchronous 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 6 subnets, 2 masks 
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B        1.1.3.0/24 [200/0] via 1.1.7.1, 00:10:54 
B        1.1.4.0/24 [200/0] via 1.1.7.1, 00:10:54 
B        1.1.5.0/24 [200/0] via 1.1.7.1, 00:10:54 
B        1.1.6.0/24 [200/0] via 1.1.7.1, 00:10:54 
C        1.1.7.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.7.7/32 is directly connected, GigabitEthernet0/0 
      2.0.0.0/24 is subnetted, 1 subnets 
B        2.2.2.0 [200/0] via 1.1.7.1, 00:10:54 
      3.0.0.0/24 is subnetted, 1 subnets 
B        3.3.1.0 [200/0] via 1.1.3.3, 00:10:54 
      4.0.0.0/24 is subnetted, 1 subnets 
B        4.4.1.0 [200/0] via 1.1.4.4, 00:10:54 
      5.0.0.0/24 is subnetted, 1 subnets 
B        5.5.1.0 [200/0] via 1.1.5.5, 00:10:54 
      6.0.0.0/24 is subnetted, 1 subnets 
B        6.6.1.0 [200/0] via 1.1.6.6, 00:10:54 
      7.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        7.7.1.0/24 is directly connected, GigabitEthernet0/1 
L        7.7.1.1/32 is directly connected, GigabitEthernet0/1 
      8.0.0.0/24 is subnetted, 1 subnets 
B        8.8.8.0 [200/0] via 7.7.1.7, 00:44:27 
 
Show bgp 
     Network          Next Hop            Metric LocPrf Weight Path 
 *>i 1.1.3.0/24       1.1.7.1                  0    100      0 ? 
 * i                  3.3.1.1                  0    100      0 ? 
 *>i 1.1.4.0/24       1.1.7.1                  0    100      0 ? 
 * i                  4.4.1.1                  0    100      0 ? 
 *>i 1.1.5.0/24       1.1.7.1                  0    100      0 ? 
 * i                  5.5.1.1                  0    100      0 ? 
 *>i 1.1.6.0/24       1.1.7.1                  0    100      0 ? 
 * i                  6.6.1.1                  0    100      0 ? 
 * i 1.1.7.0/24       1.1.7.1                  0    100      0 ? 
 *>                   0.0.0.0                  0         32768 ? 
 *>i 2.2.2.0/24       1.1.7.1                  0    100      0 i 
 *>i 3.3.1.0/24       1.1.3.3                  0    100      0 ? 
 * i                  7.7.1.7                  0    100      0 ? 
 *>i 4.4.1.0/24       1.1.4.4                  0    100      0 ? 
     Network          Next Hop            Metric LocPrf Weight Path 
 * i                  7.7.1.7                  0    100      0 ? 
 *>i 5.5.1.0/24       1.1.5.5                  0    100      0 ? 
 * i                  7.7.1.7                  0    100      0 ? 
 *>i 6.6.1.0/24       1.1.6.6                  0    100      0 ? 
 * i                  7.7.1.7                  0    100      0 ? 
 * i 7.7.1.0/24       7.7.1.7                  0    100      0 ? 
 *>                   0.0.0.0                  0         32768 ? 
 *>i 8.8.8.0/24       7.7.1.7                  0    100      0 i 
 
Layer 3 switch 
Show run 
version 12.2 
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no service pad 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname Layer3Switch 
boot-start-marker 
boot-end-marker 
no aaa new-model 
system mtu routing 1500 
ip routing 
no ip domain-lookup 
vtp mode transparent 
spanning-tree mode pvst 
spanning-tree extend system-id 
vlan internal allocation policy ascending 
vlan 996 
 name CUSTOMER_NATIVE 
interface Loopback0 
 ip address 2.2.2.2 255.255.255.0 
interface FastEthernet1/0/1 
interface FastEthernet1/0/2 
interface FastEthernet1/0/3 
 no switchport 
 ip address 1.1.3.1 255.255.255.0 
interface FastEthernet1/0/4 
 no switchport 
 ip address 1.1.4.1 255.255.255.0 
interface FastEthernet1/0/5 
 no switchport 
 ip address 1.1.5.1 255.255.255.0 
interface FastEthernet1/0/6 
 no switchport 
 ip address 1.1.6.1 255.255.255.0 
interface FastEthernet1/0/7 
 no switchport 
 ip address 1.1.7.1 255.255.255.0 
interface FastEthernet1/0/8 
interface FastEthernet1/0/9 
interface FastEthernet1/0/10 
interface FastEthernet1/0/11 
interface FastEthernet1/0/12 
interface FastEthernet1/0/13 
interface FastEthernet1/0/14 
interface FastEthernet1/0/15 
interface FastEthernet1/0/16 
interface FastEthernet1/0/17 
interface FastEthernet1/0/18 
interface FastEthernet1/0/19 
interface FastEthernet1/0/20 
interface FastEthernet1/0/21 
interface FastEthernet1/0/22 
interface FastEthernet1/0/23 
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interface FastEthernet1/0/24 
interface GigabitEthernet1/0/1 
interface GigabitEthernet1/0/2 
interface GigabitEthernet1/1/1 
interface GigabitEthernet1/1/2 
interface Vlan1 
 no ip address 
router bgp 1 
 no synchronization 
 bgp log-neighbor-changes 
 network 2.2.2.0 mask 255.255.255.0 
 redistribute connected 
 neighbor 1.1.3.3 remote-as 1 
 neighbor 1.1.3.3 route-reflector-client 
 neighbor 1.1.4.4 remote-as 1 
 neighbor 1.1.4.4 route-reflector-client 
 neighbor 1.1.5.5 remote-as 1 
 neighbor 1.1.5.5 route-reflector-client 
 neighbor 1.1.6.6 remote-as 1 
 neighbor 1.1.6.6 route-reflector-client 
 neighbor 1.1.7.7 remote-as 1 
 neighbor 1.1.7.7 route-reflector-client 
 no auto-summary 
ip classless 
ip http server 
ip http secure-server 
ip sla enable reaction-alerts 
line con 0 
 logging synchronous 
line vty 0 4 
 login 
line vty 5 15 
 login 
end 
 
Show ip route 
     1.0.0.0/24 is subnetted, 5 subnets 
C       1.1.3.0 is directly connected, FastEthernet1/0/3 
C       1.1.4.0 is directly connected, FastEthernet1/0/4 
C       1.1.5.0 is directly connected, FastEthernet1/0/5 
C       1.1.6.0 is directly connected, FastEthernet1/0/6 
C       1.1.7.0 is directly connected, FastEthernet1/0/7 
     2.0.0.0/24 is subnetted, 1 subnets 
C       2.2.2.0 is directly connected, Loopback0 
     3.0.0.0/24 is subnetted, 1 subnets 
B       3.3.1.0 [200/0] via 1.1.3.3, 00:11:53 
     4.0.0.0/24 is subnetted, 1 subnets 
B       4.4.1.0 [200/0] via 1.1.4.4, 00:11:53 
     5.0.0.0/24 is subnetted, 1 subnets 
B       5.5.1.0 [200/0] via 1.1.5.5, 00:11:53 
     6.0.0.0/24 is subnetted, 1 subnets 
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B       6.6.1.0 [200/0] via 1.1.6.6, 00:11:52 
     7.0.0.0/24 is subnetted, 1 subnets 
B       7.7.1.0 [200/0] via 1.1.7.7, 00:11:52 
 
Show bgp 
   Network          Next Hop            Metric LocPrf Weight Path 
* i1.1.3.0/24       1.1.3.3                  0    100      0 ? 
*>                  0.0.0.0                  0         32768 ? 
* i1.1.4.0/24       1.1.4.4                  0    100      0 ? 
*>                  0.0.0.0                  0         32768 ? 
* i1.1.5.0/24       1.1.5.5                  0    100      0 ? 
*>                  0.0.0.0                  0         32768 ? 
* i1.1.6.0/24       1.1.6.6                  0    100      0 ? 
*>                  0.0.0.0                  0         32768 ? 
* i1.1.7.0/24       1.1.7.7                  0    100      0 ? 
*>                  0.0.0.0                  0         32768 ? 
*> 2.2.2.0/24       0.0.0.0                  0         32768 i 
*>i3.3.1.0/24       1.1.3.3                  0    100      0 ? 
*>i4.4.1.0/24       1.1.4.4                  0    100      0 ? 
*>i5.5.1.0/24       1.1.5.5                  0    100      0 ? 
*>i6.6.1.0/24       1.1.6.6                  0    100      0 ? 
*>i7.7.1.0/24       1.1.7.7                  0    100      0 ? 
 
Catalyst 6500 
Show run:  
Current configuration : 17260 bytes 
upgrade fpd auto 
version 12.2 
service timestamps debug uptime 
service timestamps log uptime 
no service password-encryption 
service counters max age 5 
hostname CatalystRouter 
boot-start-marker 
boot system sup-bootdisk:s3223-advipservicesk9_wan-mz.122-33.SXH4.bin 
boot-end-marker 
no aaa new-model 
call-home 
  alert-group configuration 
  alert-group diagnostic 
  alert-group environment 
  alert-group inventory 
  alert-group syslog 
 profile "CiscoTAC-1" 
   no active 
   no destination transport-method http 
   destination transport-method email 
   destination address email callhome@cisco.com 
   destination address http 
https://tools.cisco.com/its/service/oddce/services/DDCEService 
   subscribe-to-alert-group diagnostic severity minor 
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   subscribe-to-alert-group environment severity minor 
   subscribe-to-alert-group syslog severity major pattern ".*" 
   subscribe-to-alert-group configuration periodic monthly 26 14:28 
   subscribe-to-alert-group inventory periodic monthly 26 14:13 
ip subnet-zero 
no ip domain-lookup 
ipv6 mfib hardware-switching replication-mode ingress 
vtp domain Houston_Greenway 
vtp mode transparent 
mls ip slb purge global 
no mls acl tcam share-global 
mls netflow interface 
no mls flow ip 
no mls flow ipv6 
mls cef error action freeze 
redundancy 
 keepalive-enable 
 mode sso 
 main-cpu 
  auto-sync running-config 
spanning-tree mode pvst 
system flowcontrol bus auto 
diagnostic cns publish cisco.cns.device.diag_results 
diagnostic cns subscribe cisco.cns.device.diag_commands 
vlan internal allocation policy ascending 
vlan access-log ratelimit 2000 
vlan 2 
 name Office 
vlan 54,100 
interface Loopback0 
 ip address 8.8.8.8 255.255.255.0 
interface FastEthernet4/3 
 ip address 3.3.1.3 255.255.255.0 
interface FastEthernet4/4 
 ip address 4.4.1.4 255.255.255.0 
interface FastEthernet4/5 
 ip address 5.5.1.5 255.255.255.0 
interface FastEthernet4/6 
 ip address 6.6.1.6 255.255.255.0 
interface FastEthernet4/7 
 ip address 7.7.1.7 255.255.255.0 
interface Vlan1 
 no ip address 
 shutdown 
router bgp 1 
 no synchronization 
 bgp log-neighbor-changes 
 network 8.8.8.0 mask 255.255.255.0 
 redistribute connected 
 neighbor 3.3.1.1 remote-as 1 
 neighbor 3.3.1.1 route-reflector-client 
 neighbor 4.4.1.1 remote-as 1 
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 neighbor 4.4.1.1 route-reflector-client 
 neighbor 5.5.1.1 remote-as 1 
 neighbor 5.5.1.1 route-reflector-client 
 neighbor 6.6.1.1 remote-as 1 
 neighbor 6.6.1.1 route-reflector-client 
 neighbor 7.7.1.1 remote-as 1 
 neighbor 7.7.1.1 route-reflector-client 
 no auto-summary 
ip classless 
no ip http server 
no ip http secure-server 
control-plane 
dial-peer cor custom 
line con 0 
 logging synchronous 
line vty 0 4 
 login 
line vty 5 5 
 login 
End 
 

Show ip route 
     1.0.0.0/24 is subnetted, 5 subnets 
B       1.1.3.0 [200/0] via 3.3.1.1, 00:14:57 
B       1.1.5.0 [200/0] via 5.5.1.1, 00:14:55 
B       1.1.7.0 [200/0] via 7.7.1.1, 00:14:54 
B       1.1.4.0 [200/0] via 4.4.1.1, 00:14:56 
B       1.1.6.0 [200/0] via 6.6.1.1, 00:14:55 
     3.0.0.0/24 is subnetted, 1 subnets 
C       3.3.1.0 is directly connected, FastEthernet4/3 
     4.0.0.0/24 is subnetted, 1 subnets 
C       4.4.1.0 is directly connected, FastEthernet4/4 
     5.0.0.0/24 is subnetted, 1 subnets 
C       5.5.1.0 is directly connected, FastEthernet4/5 
     6.0.0.0/24 is subnetted, 1 subnets 
C       6.6.1.0 is directly connected, FastEthernet4/6 
     7.0.0.0/24 is subnetted, 1 subnets 
C       7.7.1.0 is directly connected, FastEthernet4/7 
     8.0.0.0/24 is subnetted, 1 subnets 
C       8.8.8.0 is directly connected, Loopback0 
 
Show bgp 
   Network          Next Hop            Metric LocPrf Weight Path 
*>i1.1.3.0/24       3.3.1.1                  0    100      0 ? 
*>i1.1.4.0/24       4.4.1.1                  0    100      0 ? 
*>i1.1.5.0/24       5.5.1.1                  0    100      0 ? 
*>i1.1.6.0/24       6.6.1.1                  0    100      0 ? 
*>i1.1.7.0/24       7.7.1.1                  0    100      0 ? 
*> 3.3.1.0/24       0.0.0.0                  0         32768 ? 
* i                 3.3.1.1                  0    100      0 ? 
*> 4.4.1.0/24       0.0.0.0                  0         32768 ? 
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* i                 4.4.1.1                  0    100      0 ? 
*> 5.5.1.0/24       0.0.0.0                  0         32768 ? 
* i                 5.5.1.1                  0    100      0 ? 
*> 6.6.1.0/24       0.0.0.0                  0         32768 ? 
* i                 6.6.1.1                  0    100      0 ? 
*> 7.7.1.0/24       0.0.0.0                  0         32768 ? 
* i                 7.7.1.1                  0    100      0 ? 
*> 8.8.8.0/       0.0.0.0                  0         32768 i 
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Problems 
  

In this lab we had a plenty of problem in both of the steps. Starting with the full mesh, we had 
many problems we faced every day. The first problem we had was related with the layer 3 switch. We 
were supposed to configure one of the layer 2 switches in our rack to function as a layer 3 switch. 
However, we weren’t able to enter any IP address to the switch, it was acting like a layer 2 switch no 
matter what we did. Finding the solution to this simple problem was easy though. We learned that we had 
to enter the command “ip routing” in the switch and enter the “no switchport” command in the interfaces 
that we wanted to configure IP address to. Then we moved onto configuring IBGP. While configuring 
IBGP for the full mesh portion of the lab, we first configured IBGP however we couldn’t get anything to 
ping. No router was able to ping the other, our IBGP configuration was clearly not working. To solve the 
problem, we thought we needed to use another routing protocol along with IBGP. So we decided to also 
configure OSPF in the routers. We configured the OSPF and we were able to ping everything now, 
however IBGP was still not working. We knew that we didn’t solve the problem in the IBGP, we just 
covered it up with a different way. So it wasn’t the actual solution. We kept looking at the configurations 
of IBGP and tried to find the problem. After a while we realized that we put the wrong neighbor addresses 
in the IBGP commands. We needed to put the addresses that are on the other end of the link, not the 
addresses from the other networks. So we made the change so the IP addresses under the BGP were the 
actual neighbors’ addresses and removed OSPF from our network. However even after that change we 
weren’t able to establish end-to-end connectivity. We kept troubleshooting and looking at our 
configurations for a problem and after a long time, we realize that we didn’t distributed the connected 
links of the routers. We entered the “redistribute connected” command under the IBGP configurations 
mode in every router and device and after doing that we were able to ping every router and our first step 
of the lab was complete. 
 The other day, when we entered the same configurations, nothing was working. We weren’t 
expecting that because we did everything just fine the day before and we had established end-to-end 
connectivity. We didn’t know what was going on until we took our troubleshooting to the physical level 
and started look at our cabling. We realized that we switched the places of the layer 2 and layer 3 
switches in our topology. It was a super simple mistake and everything was working just fine after we 
fixed the cabling and we finally finished the first step of the lab. 
 After the first step of the lab was successful we moved on to the second step. In the second step 
where we were going to use route reflectors, we first tried to do them on the same topology we used from 
the first step but that did not work. We learned that the clients of the route reflector had to be directly 
connected to the route reflector with their own link and not through a layer 2 switch because every 
connection from the route reflector has to be on a different network. When we used a layer 2 switch, all 
the clients were in the same network and that didn’t allow the route reflector to fully function. In order to 
fix this problem, we had to change our topology. So we got rid of the layer 2 switch, replaced it with the 
layer 3 switch we already had in the topology. Since our previous topology didn’t have redundancy, we 
decided to make the catalyst 6500 a router reflector too and we placed it on the opposite side of the layer 
3 switch. Instead heaving on interface and a loopback, the routers had two interfaces in the new topology. 
Both layer 3 switch and the catalyst 6500 were connected to every router. We fixed the topology problem 
like that and we were ready to configure the route reflectors and their clients. 
 When we were configuring the layer 3 switch, we came across a really small problem comparing 
to the ones we had before. The switch was not functioning like we wanted it to be, so we looked at the 
running configuration and we saw that there was an IP address that wasn’t in our topology. We didn’t put 
it in there. It probably was there because somebody else was using that layer 3 switch before and saved 
their running configuration to also be their start-up configuration. This was a fairly simple problem and 
we just deleted the old IP address and entered the one for our lab. 
 After the small IP addressing problem, we configured the route reflectors and their clients but we 
came across a huge problem that we had on the first step of the lab too. We weren’t able to ping anything. 
Using our experience form the first step, we did troubleshooting on our configurations and quickly 



129 
 

realized that we forgot the “redistribute connected” command again. The routers were not sharing the 
connected links they had with the other routers and that was why we did not have any connectivity.  
 The big problem we had that took us almost two full days to fix happened right before we were 
about to finish the second step and eventually the lab. We configured everything, all the routers, catalyst, 
layer 3 switch. The route reflectors were working fine; every device was able to ping one another then we 
decided to check our redundancy. We first shut down the catalyst to see if we would still have 
connectivity throughout the network. We shut it down and everything was working just fine. All the 
routers were still able to ping every other router. Then we turned the catalyst back on again and this time 
we shut down layer 3 switch. After shutting the layer 3 switch down, we lost all the connectivity in the 
network. No router was able to ping any other router. This meant that our catalyst was not working right, 
it was functioning correctly as a route reflector. We thought we did something wrong in the configuration 
of the interfaces that faced the catalyst or we forgot to include catalyst as a neighbor in the IBGP 
configurations of the router. But those things were all correct, nothing was wrong with the IBGP 
configurations on the routers or the interfaces. We then realized that the problem was with the IBGP 
configuration of the catalyst. In the catalyst’s IBGP configuration, we first entered the IP addresses of the 
clients that were facing the layer 3 switch. However, we were supposed to enter the IP address of the 
interfaces on the clients that were facing the catalyst. We fixed that big addressing mistake and after 
fixing that our second step of the lab was finally complete. Both of the route reflectors were working just 
fine. We had connectivity throughout our topology and our network was redundant. 
 
 
Conclusion 
 

I have to start by saying that this lab was a challenging lab. It took a long time to finish and we 
came across too many problems. We had a plenty of difficult problems in both steps of the lab. While the 
first step of the lab was a revision of what we have done in one of the previous labs, the second step was a 
new topic. Route reflectors are like a different feature of the routing protocol BGP and I learned that they 
can save so much time from a busy network administrator. It is easier to troubleshoot a network that is 
using route reflectors because most of the configuration is in one place and the administrator doesn’t have 
to look through a bunch of routers and go back and forth between them. I think it is a really useful feature 
BGP has. Even though we came across many problems, it is easy to set it up once you know how it works 
and what you need to configure and the command that are needed to configure route reflectors is only a 
couple too. So the configuration is not complicated at all. With this lab I learned a useful skill that can 
save a lot of time and effort. 
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Purpose 
 

The purpose of this lab was to create two separate areas in a network while implementing MPLS 
and it was also to capture the two different MPLS packets for the two areas. 
 
 
Background Information 
  

Multiprotocol Label Switching (MPLS) is a type of data-carrying technique for high-performance 
telecommunications networks that directs data from one network node to the next based on short path 
labels rather than long network addresses, avoiding complex lookups in a routing table. 
 The fundamental concept behind MPLS is that of labeling packets. In a traditional routed IP 
network, each router makes an independent forwarding decision for each packet based solely on the 
packet’s network-layer header. Thus, every time a packet arrives at a router, the router has to “think 
through” where to send the packet next. 
 With MPLS, the first time the packet enters a network, it’s assigned to a specific forwarding 
equivalence class (FEC), indicated by adding a short bit sequence (the label) to the end of the packet. 
Each router in the network has a table indicating how to handle packets of a specific FEC type, so once 
the packet has entered the network, routers don’t need to perform header analysis. Instead, subsequent 
routers use the label as an index into a table that provides them with a new FEC for that packet. 
 This gives the MPLS network the ability to handle packets with particular characteristics, such as 
coming from particular ports or carrying traffic of particular application types, in a consistent fashion. 
Packets carrying real-time traffic, such as voice or video, can easily be mapped to low-latency routes 
across the network. This is something that’s really challenging to do with conventional routing. The key 
point with all this is that the labels provide a way to add additional information to each packet, 
information above and beyond what the routers previously had. Besides faster routing, MPLS also has 
some other benefits. MPLS networks achieve greater Quality of Service for their customers. In addition, 
MPLS networks are able to assign priorities to the different packets based on what the labels say about 
that packet. MPLS networks are also able to restore interrupted connections at a faster speed than typical 
networks. Finally MPLS offers greater security and are often required for companies which need 
enhanced privacy and security for their network needs. 
 There’s been a lot of confusion over the years about whether MPLS is a Layer 2 or Layer 3 
service. But MPLS doesn’t fit neatly into the OSI seven-layer hierarchy. In fact, one of the key benefits of 
MPLS is that it separates forwarding mechanisms from the underlying data-link service.  
 One can think of MPLS as the express lane on the highway. When someone is using the express 
lane, they don’t bother with the people who are entering or exiting the highway and most of the time, 
even doing high traffic, express lane goes the fastest. This is just like the benefit MPLS brings to a 
network. It makes the packets travel faster. In this express lane case, the highway can be viewed as a 
traditional network, the express as a route that is using MPLS on a traditional network and the cars are the 
packets that are going through the network. The ones that use the express lane tend to travel faster than 
the cars that use the other, traditional lanes. Just like an MPLS network. 
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Lab Summary 
  

In this lab, we had seven routers, three in the middle creating a core to the network and two on 
each end of the core network. This core network also supported MPLS. We had two different areas that 
were separate from each other in this lab. One area included routers R5 and R9, and the other area 
included routers R4 and R8. These routers were not allowed to connect to the routers on the other area. 
 We started off by cabling the topology, we set the IP address on every interface and then to create 
end to end connectivity in the network, we used OSPF. After all the IP addresses were entered and OSPF 
was configured in every router, we had end to end connectivity between every router. After that we 
needed to create the two separate areas and configure the core three routers so that they did MPLS.  
 To create the separate areas in the network, we used access lists. On the end routers R4, R5, R8 
and R9 we created extended access lists that would block the traffic from the other area. Every end router 
needed three access list entries. Two of them to deny traffic coming from the two routers that belong to 
the other area and the last entry allowed every other traffic through the routers. After creating theses 
access lists, we assigned them to the interfaces of those four routers in order for the access lists to work. 
After we configured the access lists, the two areas were created and the routers on one area could only 
ping the router on the same area. The ping did not work when a router in one area tried to ping a router 
from the other area. 
 After creating the areas, only thing that was left to do was to configure MPLS on the three core 
routers, R3, R6 and R7. To do that we configured two simple MPLS commands on the routers and the 
interfaces that were going to use MPLS. On routers R6 and R7, only one interface used MPLS. On the 
interfaces that were going to use MPLS, we entered the command “mpls ip” to enable MPLS in that 
interface. We also wanted MPLS to route with different tags, so we entered the command “mpls label 
protocol ldp” on the routers that had one or more interfaces using MPLS. After entering those two simple 
commands in the needed places, we successfully configured MPLS in the three core routers. 
 To verify that MPLS was working, we did a Wireshark capture from a link between two core 
routers that were using MPLS. After we started capturing packets, we first made a ping between the two 
end routers on one area, then we also did another ping between the end routers of the other area. We then 
went back to the Wireshark capture and looked at the ICMP packets which are the pings we did between 
end routers of the two different areas. We analyzed the ICMP packets and the packets from one area had 
the MPLS tag number 16 and the packets from the other area had the tag number 17. This showed us that 
there the MPLS was working and it was assigning different tags to the packets from different areas. 
 
Lab Commands 
 
ip cef This command enables Cisco Express Forwarding 

on the router. 
mpls label protocol ldp This command configures the use of LDP on all 

interfaces. 
mpls ip This command enables MPLS on a specific 

interface. 
access-list 100 deny ip 3.3.3.0 
0.0.0.255 any 

This command is used to create an extended 
access list on the router. In this case the command 
is blocking any IP address in the 3.3.3.0 network 
form getting through the router. 

ip access-group 100 in This command is entered under the interface 
configuration mode and tells which way the 
access list is going to work through the router. 
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Network Diagram 
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Configurations 
 
R3 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R3 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
mpls label protocol ldp 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180LH 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 5.5.5.2 255.255.255.0 
 duplex auto 
 speed auto 
 mpls ip 
interface GigabitEthernet0/1 
 ip address 6.6.6.1 255.255.255.0 
 duplex auto 
 speed auto 
 mpls ip 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 network 5.5.5.0 0.0.0.255 area 0 
 network 6.6.6.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
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   mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
 
Show mpls forwarding-table 
Local      Outgoing   Prefix           Bytes Label   Outgoing   Next 
Hop 
Label      Label      or Tunnel Id     Switched      interface 
16         16         1.1.1.0/24       312           Gi0/0      
5.5.5.1 
17         Pop Label  3.3.3.0/24       0             Gi0/0      
5.5.5.1 
18         Pop Label  4.4.4.0/24       0             Gi0/0      
5.5.5.1 
19         Pop Label  8.8.8.0/24       0             Gi0/1      
6.6.6.2 
20         Pop Label  7.7.7.0/24       296           Gi0/1      
6.6.6.2 
 
Show ip route 
Gateway of last resort is not set 
 
      1.0.0.0/24 is subnetted, 1 subnets 
O        1.1.1.0 [110/3] via 5.5.5.1, 00:10:18, GigabitEthernet0/0 
      3.0.0.0/24 is subnetted, 1 subnets 
O        3.3.3.0 [110/2] via 5.5.5.1, 00:10:18, GigabitEthernet0/0 
      4.0.0.0/24 is subnetted, 1 subnets 
O        4.4.4.0 [110/2] via 5.5.5.1, 00:10:18, GigabitEthernet0/0 
      5.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        5.5.5.0/24 is directly connected, GigabitEthernet0/0 
L        5.5.5.2/32 is directly connected, GigabitEthernet0/0 
      6.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        6.6.6.0/24 is directly connected, GigabitEthernet0/1 
L        6.6.6.1/32 is directly connected, GigabitEthernet0/1 
      7.0.0.0/24 is subnetted, 1 subnets 
O        7.7.7.0 [110/2] via 6.6.6.2, 00:02:29, GigabitEthernet0/1 
      8.0.0.0/24 is subnetted, 1 subnets 
O        8.8.8.0 [110/2] via 6.6.6.2, 00:02:29, GigabitEthernet0/1 
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R4 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R4 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180LN 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 8.8.8.2 255.255.255.0 
 ip access-group 100 in 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 network 8.8.8.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
access-list 100 deny   ip 3.3.3.0 0.0.0.255 any 
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access-list 100 deny   ip 7.7.7.0 0.0.0.255 any 
access-list 100 permit ip any any 
control-plane 
   mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
 
Show ip route 
Gateway of last resort is not set 
      1.0.0.0/24 is subnetted, 1 subnets 
O        1.1.1.0 [110/5] via 8.8.8.1, 00:03:25, GigabitEthernet0/0 
      3.0.0.0/24 is subnetted, 1 subnets 
O        3.3.3.0 [110/4] via 8.8.8.1, 00:03:25, GigabitEthernet0/0 
      4.0.0.0/24 is subnetted, 1 subnets 
O        4.4.4.0 [110/4] via 8.8.8.1, 00:03:25, GigabitEthernet0/0 
      5.0.0.0/24 is subnetted, 1 subnets 
O        5.5.5.0 [110/3] via 8.8.8.1, 00:03:25, GigabitEthernet0/0 
      6.0.0.0/24 is subnetted, 1 subnets 
O        6.6.6.0 [110/2] via 8.8.8.1, 00:06:46, GigabitEthernet0/0 
      7.0.0.0/24 is subnetted, 1 subnets 
O        7.7.7.0 [110/2] via 8.8.8.1, 00:10:48, GigabitEthernet0/0 
      8.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        8.8.8.0/24 is directly connected, GigabitEthernet0/0 
L        8.8.8.2/32 is directly connected, GigabitEthernet0/0 
 

R5 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R5 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
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multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1520806Y 
license accept end user agreement 
license boot module c2900 technology-package uck9 
license boot module c2900 technology-package datak9 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 7.7.7.2 255.255.255.0 
 ip access-group 100 in 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
router ospf 1 
 network 7.7.7.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
access-list 100 deny   ip 4.4.4.0 0.0.0.255 any 
access-list 100 deny   ip 8.8.8.0 0.0.0.255 any 
access-list 100 permit ip any any 
control-plane 
   mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
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 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
Gateway of last resort is not set 
      1.0.0.0/24 is subnetted, 1 subnets 
O        1.1.1.0 [110/5] via 7.7.7.1, 00:06:16, GigabitEthernet0/0 
      3.0.0.0/24 is subnetted, 1 subnets 
O        3.3.3.0 [110/4] via 7.7.7.1, 00:06:16, GigabitEthernet0/0 
      4.0.0.0/24 is subnetted, 1 subnets 
O        4.4.4.0 [110/4] via 7.7.7.1, 00:06:16, GigabitEthernet0/0 
      5.0.0.0/24 is subnetted, 1 subnets 
O        5.5.5.0 [110/3] via 7.7.7.1, 00:06:16, GigabitEthernet0/0 
      6.0.0.0/24 is subnetted, 1 subnets 
O        6.6.6.0 [110/2] via 7.7.7.1, 00:09:36, GigabitEthernet0/0 
      7.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        7.7.7.0/24 is directly connected, GigabitEthernet0/0 
L        7.7.7.2/32 is directly connected, GigabitEthernet0/0 
      8.0.0.0/24 is subnetted, 1 subnets 
O        8.8.8.0 [110/2] via 7.7.7.1, 00:13:11, GigabitEthernet0/0 
 

R6 
Show run 
Current configuration : 1668 bytes 
! Last configuration change at 19:07:26 UTC Wed Apr 13 2016 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R6 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
mpls label protocol ldp 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1520806Z 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
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interface GigabitEthernet0/0 
 ip address 6.6.6.2 255.255.255.0 
 duplex auto 
 speed auto 
 mpls ip 
interface GigabitEthernet0/1 
 ip address 8.8.8.1 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 ip address 7.7.7.1 255.255.255.0 
 duplex auto 
 speed auto 
router ospf 1 
 network 6.6.6.0 0.0.0.255 area 0 
 network 7.7.7.0 0.0.0.255 area 0 
 network 8.8.8.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
   mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
Gateway of last resort is not set 
      1.0.0.0/24 is subnetted, 1 subnets 
O        1.1.1.0 [110/4] via 6.6.6.1, 00:04:39, GigabitEthernet0/0 
      3.0.0.0/24 is subnetted, 1 subnets 
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O        3.3.3.0 [110/3] via 6.6.6.1, 00:04:39, GigabitEthernet0/0 
      4.0.0.0/24 is subnetted, 1 subnets 
O        4.4.4.0 [110/3] via 6.6.6.1, 00:04:39, GigabitEthernet0/0 
      5.0.0.0/24 is subnetted, 1 subnets 
O        5.5.5.0 [110/2] via 6.6.6.1, 00:04:39, GigabitEthernet0/0 
      6.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        6.6.6.0/24 is directly connected, GigabitEthernet0/0 
L        6.6.6.2/32 is directly connected, GigabitEthernet0/0 
      7.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        7.7.7.0/24 is directly connected, GigabitEthernet0/1/0 
L        7.7.7.1/32 is directly connected, GigabitEthernet0/1/0 
      8.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        8.8.8.0/24 is directly connected, GigabitEthernet0/1 
L        8.8.8.1/32 is directly connected, GigabitEthernet0/1 
 

R7 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R7 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
mpls label protocol ldp 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX152885RE 
license accept end user agreement 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 3.3.3.2 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 4.4.4.2 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
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 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 ip address 5.5.5.1 255.255.255.0 
 duplex auto 
 speed auto 
 mpls ip 
router ospf 1 
 network 3.3.3.0 0.0.0.255 area 0 
 network 4.4.4.0 0.0.0.255 area 0 
 network 5.5.5.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
   mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end  
 
Show ip route 
Gateway of last resort is not set 
      1.0.0.0/24 is subnetted, 1 subnets 
O        1.1.1.0 [110/2] via 3.3.3.1, 00:15:48, GigabitEthernet0/0 
      3.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        3.3.3.0/24 is directly connected, GigabitEthernet0/0 
L        3.3.3.2/32 is directly connected, GigabitEthernet0/0 
      4.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        4.4.4.0/24 is directly connected, GigabitEthernet0/1 
L        4.4.4.2/32 is directly connected, GigabitEthernet0/1 
      5.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        5.5.5.0/24 is directly connected, GigabitEthernet0/1/0 
L        5.5.5.1/32 is directly connected, GigabitEthernet0/1/0 
      6.0.0.0/24 is subnetted, 1 subnets 
O        6.6.6.0 [110/2] via 5.5.5.2, 00:07:30, GigabitEthernet0/1/0 
      7.0.0.0/24 is subnetted, 1 subnets 
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O        7.7.7.0 [110/3] via 5.5.5.2, 00:07:20, GigabitEthernet0/1/0 
      8.0.0.0/24 is subnetted, 1 subnets 
O        8.8.8.0 [110/3] via 5.5.5.2, 00:07:20, GigabitEthernet0/1/0 
 

R8 

Show run 
Current configuration : 1320 bytes 
! Last configuration change at 19:11:00 UTC Wed Apr 13 2016 
version 15.1 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R8 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
dot11 syslog 
ip source-route 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
crypto pki token default removal timeout 0 
license udi pid CISCO2811 sn FTX1346A0XG 
interface FastEthernet0/0 
 ip address 2.2.2.2 255.255.255.0 
 ip access-group 100 in 
 duplex auto 
 speed auto 
interface FastEthernet0/1 
 ip address 4.4.4.1 255.255.255.0 
 ip access-group 100 in 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 network 2.2.2.0 0.0.0.255 area 0 
 network 4.4.4.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
access-list 100 deny   ip 3.3.3.0 0.0.0.255 any 
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access-list 100 deny   ip 7.7.7.0 0.0.0.255 any 
access-list 100 permit ip any any 
control-plane 
mgcp profile default 
line con 0 
line aux 0 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
Gateway of last resort is not set 
      1.0.0.0/24 is subnetted, 1 subnets 
O        1.1.1.0 [110/3] via 4.4.4.2, 00:16:23, FastEthernet0/1 
      3.0.0.0/24 is subnetted, 1 subnets 
O        3.3.3.0 [110/2] via 4.4.4.2, 00:16:23, FastEthernet0/1 
      4.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        4.4.4.0/24 is directly connected, FastEthernet0/1 
L        4.4.4.1/32 is directly connected, FastEthernet0/1 
      5.0.0.0/24 is subnetted, 1 subnets 
O        5.5.5.0 [110/2] via 4.4.4.2, 00:16:05, FastEthernet0/1 
      6.0.0.0/24 is subnetted, 1 subnets 
O        6.6.6.0 [110/3] via 4.4.4.2, 00:08:16, FastEthernet0/1 
      7.0.0.0/24 is subnetted, 1 subnets 
O        7.7.7.0 [110/4] via 4.4.4.2, 00:08:06, FastEthernet0/1 
      8.0.0.0/24 is subnetted, 1 subnets 
O        8.8.8.0 [110/4] via 4.4.4.2, 00:08:06, FastEthernet0/1 
 
 
R9 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R9 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1704Y03N 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
license boot module c2900 technology-package datak9 
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redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.1.2 255.255.255.0 
 ip access-group 100 in 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 3.3.3.1 255.255.255.0 
 ip access-group 100 in 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 network 1.1.1.0 0.0.0.255 area 0 
 network 3.3.3.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
access-list 100 deny   ip 4.4.4.0 0.0.0.255 any 
access-list 100 deny   ip 8.8.8.0 0.0.0.255 any 
access-list 100 permit ip any any 
control-plane 
   mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport input all 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
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Show ip route 
Gateway of last resort is not set 
      1.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.1.2/32 is directly connected, GigabitEthernet0/0 
      3.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        3.3.3.0/24 is directly connected, GigabitEthernet0/1 
L        3.3.3.1/32 is directly connected, GigabitEthernet0/1 
      4.0.0.0/24 is subnetted, 1 subnets 
O        4.4.4.0 [110/2] via 3.3.3.2, 00:17:18, GigabitEthernet0/1 
      5.0.0.0/24 is subnetted, 1 subnets 
O        5.5.5.0 [110/2] via 3.3.3.2, 00:16:42, GigabitEthernet0/1 
      6.0.0.0/24 is subnetted, 1 subnets 
O        6.6.6.0 [110/3] via 3.3.3.2, 00:08:55, GigabitEthernet0/1 
      7.0.0.0/24 is subnetted, 1 subnets 
O        7.7.7.0 [110/4] via 3.3.3.2, 00:08:45, GigabitEthernet0/1 
      8.0.0.0/24 is subnetted, 1 subnets 
O        8.8.8.0 [110/4] via 3.3.3.2, 00:08:45, GigabitEthernet0/1 
 

Wireshark Capture  
 

 
 

A ping that is going inside 
in one area has the MPLS 
label 16  
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Problems 
 
In this lab we had some simple problems and some critical problems. The simple problem was about our 
topology but the critical problems were about configuring extended access lists and configuring the right 
MPLS commands. The problems that took most of our time as the access-list problems, the other ones 
were easy to fix once we figured them out. 
 When we started configuring the lab, we first started by creating a topology. Then we cabled the 
topology we have created. Our first goal was to create end to end connectivity using OSPF before we 
configured MPLS in the three core routers. We took our time and configured the IP addresses on every 
router, then OSPF, then we checked if we had end to end connectivity. We had end to end connectivity so 
we moved onto configuring MPLS on the interfaces. We entered to comment “mpls ip” in R6 and R7 and 
it worked. Then we entered the same command on R5 and it gave an error message. It turns out R5 was 
not capable of doing MPLS. We had a couple of solutions to fix the problem. We were either going to 
upload an IOS on the router that has MPLS or we were going to change the topology and replace R5 with 
another router that was capable of doing MPLS. Since we already had other routers that were able to do 
MPLS, we decided to change the topology. However, we couldn’t not simply switch a router that was 
able to do MPLS to the core network that was made up off three routers. The router that was supposed 
replace R5 needed to have three gigabit interfaces. We needed two router that were able to do MPLS and 
have three gigabit ports at the same time and those were routers R6 and R7. So, we moved R6 and R7 to 
the border of the core network and used R3 as the middle router of the core since it only had two gigabit 

A ping that is going inside 
in the other area has the 
MPLS label 17 
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interfaces. After we made the topology change, all three routers in the core network were able to do 
MPLS. 
 After the simple topology problem, we entered “mpls ip” command to configure MPLS. We first 
thought that’s all we needed to successfully configure MPLS however we did not get any labels for the 
different paths. Then we realize that we needed to something that would create two different areas. We 
made research and we realized that we needed to enter the command “mpls label protocol ldp” command 
first and we since we didn’t have the command in there in the first place, we didn’t get the tags on the 
ICMP packets on the Wireshark capture. We entered the command and we also learned that we needed to 
use extended access lists to specify the two areas. 
 So, while configuring the extended access lists we came across with several simple problems. The 
first problem was, when we entered the command, the router didn’t accept the command. It said that it 
was an unrecognized command. We took a closer look at the commands and it turns out, we forgot to 
specify the protocol in the command. We added the “ip” in to the command and the router accepted it this 
time. However the problems didn’t end there. After we added “ip”, we checked if the access lists were 
working. In order for them to work, they shouldn’t have been able to ping the routers from the other area, 
however, every router was still able to ping every other router regardless of its area. That meant that the 
access lists we configured were not working. So we went back and started looking at our access lists 
entries. After a while, we realized that we put the wrong IP addresses on the wrong routers. In order 
words, we mixed up the commands. We put the commands that were supposed to be on the routers on one 
area to the routers on the other area. So we changed the IP addresses of the routers on different routers 
group so they blocked the right IP addresses. Then we also realized that the access lists were blocking 
only one address instead of a network. We entered a host’s address instead of the network address. So we 
also made that change so that the access lists blocked all the addresses coming from one network, not just 
one. After we made those changes, we looked at the packets that were going through the network to see if 
the MPLS was working using Wireshark. We still couldn’t see the MPLS packets. The access lists were 
still not working. We were looking for solutions and were trying to find the problem, then we realized, we 
did not assign the access lists to the interfaces. Then we went to interface configuration mode and entered 
the “access-group 100 in” command which specifies the direction the access lists is going to be used in 
the router. Finally, we tried to look for MPLS packets with different labels again, and we saw the 
different packets. The access lists and the MPLs configuration was finally working and we successfully 
completed the lab. 
 
 
Conclusion 
 

This was somewhat an easy lab. It wasn’t the easiest lab but it wasn’t super hard either. MPLS 
was a completely new concept and it was really important skill to learn. We had some problems with the 
MPLS compatibility in some of the routers and some problems with the configuration of the extended 
access lists but they weren’t super hard problems. We had a lot of easy and small problems. Even though 
we had problems, we finished the lab on time and at the end of the day we were able to see the different 
path labels for the different areas in the network using Wireshark. With this lab, I learned how MPLS can 
improve the speed of a corporate network where speed is really important using services like 
teleconference, watching videos and voice over IP. MPLS has many benefits and configuring it is fairly 
simple.  
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Policy Based 
Routing 
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Purpose 
 

The purpose of this lab was to create two different routes in a network. One only allowing HTTP 
packets and one allowing everything but HTTP packets. 
 
 
Background Information 
 

Nowadays, organizations need the freedom to implement packet forwarding and routing 
according to their own defined policies in a way that goes beyond traditional routing protocol concerns. 
Where administrative issues dictate that traffic be routed through specific paths, policy-based routing 
(PBR) can provide the solution. By using policy-based routing, companies can implement policies that 
selectively cause packets to take different paths. 
 With PBR, a network administrator has the ability to dictate the routing behavior based on a 
number of different criteria other than destination network, including source or destination network, 
source or destination address, source or destination port, protocol, packet size, and packet classification 
among others. PBR would give a network administrator the ability to route higher priority traffic over the 
high bandwidth or low delay link while sending all other traffic over the low bandwidth or high delay 
link. 
 Organizations can achieve cost savings by distributing interactive and batch traffic among low-
bandwidth, low-cost permanent paths and high-bandwidth, high-cost, switched paths with implementing 
PBR on their networks. Internet service providers and other organizations can use policy-based routing to 
route traffic originating from different sets of users through different Internet connections across the 
policy routers. Organizations can also provide QOS to differentiated traffic by setting the precedence or 
type of service values in the IP packet headers at the periphery of the network and leveraging queuing 
mechanisms to prioritize traffic in the core or backbone of the network. 
 One can think of PBR as the garbage collecting system. Most people nowadays have two 
trashcans. One for recycle and one for non-recyclable objects like compost or food. Both recycle and 
compost take different paths after they leave someone’s house or office.  This can be thought like the 
PBR. On a PBR traffic, certain typed of traffic takes different routes to get to their final destination. Just 
like garbage. If people put recycle and compost in the same garbage, that garbage has to go to processing 
plant and they have to separate recyclable material from non-recyclables. That takes time and extra 
money. That is just like not using PBR and using a routing protocol. It might cost more and it will take 
slightly more time for the packets to travel across a network. 
 
 
Lab Summary 
 

In this lab we first set the topology with 4 routers. A PC was connected to one of them. One 
router was in between all three routers and the other two were HTTP and HTTPS servers. To establish 
connectivity, we did not use any routing protocols. Instead after setting IP addresses we set IP routes to 
create connectivity. One route going from A to the other routers in the network and routes coming to A 
from the other routers in the topology. Then we set ISP-B and ISP-A as HTTP and HTTPS servers with 
usernames and passwords on them. Then we set the policy based routes on the Router B which connects 
all the other routers. To do that we had to create a route map with two different entrees on that router. One 
was going to allow only HTTP traffic on one router and the other was going to allow HTTPS and any 
other kinds of traffic on the other router. On each of the route map entrees we specified which router was 
going to be the next hop of that route. In other words, which route a certain type of traffic was going to go 
through. Then we had to specify the types of traffic these route maps were going to allow, and to do that 
we used extended access lists. We created two extended access lists. One allowed HTTPS and any other 
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traffic besides HTTP traffic and the other only allowed HTTP traffic and denied any other traffic. We 
then assigned those access lists to a route map entrée and the lab was complete. The route that was going 
to ISB-B only allowed HTTP traffic and the route that was going to ISB-A allowed every other type of 
traffic including HTTPS except for HTTP traffic. We then checked if the route maps were working. So, 
we tried to connect to ISB-B’s HTTPS server but it didn’t work. However, we were able to connect to the 
HTTP server of ISB-B since the route that was going to that router only allowed HTTP traffic. The visa 
versa happened for ISB-A. The HTTPS worked but the HTTP server didn’t because the route that was 
going to ISB-A was not allowing HTTP traffic. After doing this, it proved that our route maps were 
working properly and that we successfully completed the lab. 
 

Lab Commands 
 
ip http server This command allows the router to be a HTTP server. 
ip http secure-server This command allows the router to be a HTTPS 

server. 
ip http authentication local This command allows access to the web server by 

using a username and password. 
ip policy route-map calvin This command identifies the route map to use for 

PBR. One interface can have only one route map tag, 
but it can have several route map entries, each with its 
own sequence number. Entries are evaluated in order 
of their sequence numbers until the first match occurs. 
If no match occurs, packets are routed as usual. 

access-list 101 permit tcp any 
any eq www 

This command is an entry for the access-list. It enters 
a rule that every HTTP packet is allowed through the 
router. This command can also be used to block or 
permit any service or IP addresses which can be both 
source and/or destination addresses.  

route-map calvin permit 1 This command defines a route map to control where 
packets are output. This command puts the router into 
route-map configuration mode. 

match ip address 101 This command specifies the match criteria. Although 
there are many route-map matching options, here this 
command can specify only length and/or IP address. 
 

set ip next-hop 3.3.3.4 This command specifies the action(s) to take on the 
packets that match the criteria. This specific command 
sets next hop to which to route the packet. 

  



152 
 

Network Diagram 
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Configurations 
 
ISB-A (R3) 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R3 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
crypto pki trustpoint TP-self-signed-4010493856 
 enrollment selfsigned 
 subject-name cn=IOS-Self-Signed-Certificate-4010493856 
 revocation-check none 
 rsakeypair TP-self-signed-4010493856 
crypto pki certificate chain TP-self-signed-4010493856 
 certificate self-signed 01 
  3082022B 30820194 A0030201 02020101 300D0609 2A864886 F70D0101 
05050030 
  31312F30 2D060355 04031326 494F532D 53656C66 2D536967 6E65642D 
43657274 
  69666963 6174652D 34303130 34393338 3536301E 170D3136 30333232 
31393533 
  34385A17 0D323030 31303130 30303030 305A3031 312F302D 06035504 
03132649 
  4F532D53 656C662D 5369676E 65642D43 65727469 66696361 74652D34 
30313034 
  39333835 3630819F 300D0609 2A864886 F70D0101 01050003 818D0030 
81890281 
  8100D012 95E2AB20 5876A113 1821AF07 C07227FA 9A5430A4 6AAD673E 
BD87DF61 
  CB82606F C6F5F25B 00AABEB1 C0AA24BC DDCDD1A7 558916AA 103AC4CA 
F3BC8495 
  EF741BD4 561E9E3E 74A0BAF5 905E6D18 BF4CA791 DF74B236 5ECCF42A 
5D67EE8C 
  159A082F 35F96920 E94E6B1D A3E8AB3F 651B2509 C7C4512B F3016F4A 
20993CD0 
  DC310203 010001A3 53305130 0F060355 1D130101 FF040530 030101FF 
301F0603 
  551D2304 18301680 14D74761 A13B4843 1D9DDF5F 825A62B3 7A36B5F7 
C0301D06 
  03551D0E 04160414 D74761A1 3B48431D 9DDF5F82 5A62B37A 36B5F7C0 
300D0609 
  2A864886 F70D0101 05050003 81810051 CC3ED6DE A84BFA86 F20910C2 
C995981E 
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  E499D7D7 C2F36B01 2DB7CAEB 685DD657 F743D7AC 5DC0A41D 6BC1AC07 
C21E294D 
  897EEBE2 C9E29A84 0A1C954D 017D8A5C 24C111E9 AF8972DF 1263B430 
B88568DC 
  9A594E85 C936222E 81F4C6BD 35E96887 7DD33E49 B7BA1649 111E40B2 
0E6E5B9D 
  1EA71304 9611AD0C 8734D82E D0B7BA 
        quit 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180LH 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
username admin privilege 15 password 0 cisco 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 2.2.2.3 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
ip forward-protocol nd 
ip http server 
ip http authentication local 
ip http secure-server 
ip route 0.0.0.0 0.0.0.0 GigabitEthernet0/1 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
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line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
Gateway of last resort is 0.0.0.0 to network 0.0.0.0 
S*    0.0.0.0/0 is directly connected, GigabitEthernet0/1 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/1 
L        2.2.2.3/32 is directly connected, GigabitEthernet0/1 
 
ISB-B (R4) 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R4 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
crypto pki trustpoint TP-self-signed-2319299287 
 enrollment selfsigned 
 subject-name cn=IOS-Self-Signed-Certificate-2319299287 
 revocation-check none 
 rsakeypair TP-self-signed-2319299287 
crypto pki certificate chain TP-self-signed-2319299287 
 certificate self-signed 01 
  3082022B 30820194 A0030201 02020101 300D0609 2A864886 F70D0101 
05050030 
  31312F30 2D060355 04031326 494F532D 53656C66 2D536967 6E65642D 
43657274 
  69666963 6174652D 32333139 32393932 3837301E 170D3136 30333232 
31393438 
  33315A17 0D323030 31303130 30303030 305A3031 312F302D 06035504 
03132649 
  4F532D53 656C662D 5369676E 65642D43 65727469 66696361 74652D32 
33313932 
  39393238 3730819F 300D0609 2A864886 F70D0101 01050003 818D0030 
81890281 
  810098D5 9F375AE5 5CD26F2A A7B00175 7F9309CC 1E72F47C 8AB007AD 
691DA2B4 
  317BE585 CDD1B00A B36B6126 2D12CCA1 A08FFC19 0E4F497F 6B13DF84 
6EB8060A 
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  C6F528C3 09A1FC79 65CBD256 DDF82C08 8570FE52 A3EF9817 C0F0F954 
D4F5D1A2 
  A32A9F04 85FE25B0 C1545351 9970A93C 68FB8A91 31F29430 534C3CB5 
AD7E1840 
  47030203 010001A3 53305130 0F060355 1D130101 FF040530 030101FF 
301F0603 
  551D2304 18301680 14B4B160 E5AAA592 B97E6569 C8E67CDF 9AD6B045 
41301D06 
  03551D0E 04160414 B4B160E5 AAA592B9 7E6569C8 E67CDF9A D6B04541 
300D0609 
  2A864886 F70D0101 05050003 81810017 A7540FF7 FFCAA7B2 C44CE884 
7BF4CD4F 
  75AAB044 DBBD3DB5 97A22AEC 724E1D55 374E868C A5655DB8 3F6DB748 
C92E675F 
  BAF1B5D1 325D1E89 950DFF84 E5179846 3F8D750A 4D3D01C0 6627AD01 
F612CE9A 
  E0DF4E28 5B6F721B 854B95B0 A556FC8C D24E8D58 9818CC6F 0B2A5A91 
BDF43748 
  6F157AA3 A02CAC7E C4B104D1 C7C6F1 
        quit 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180LN 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
username admin privilege 15 password 0 cisco 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 3.3.3.4 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
ip forward-protocol nd 
ip http server 
ip http authentication local 
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ip http secure-server 
ip route 0.0.0.0 0.0.0.0 GigabitEthernet0/1 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
 
Show ip route 
S*    0.0.0.0/0 is directly connected, GigabitEthernet0/1 
      3.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        3.3.3.0/24 is directly connected, GigabitEthernet0/1 
L        3.3.3.4/32 is directly connected, GigabitEthernet0/1 
 
B (R5) 
Show run 
Current configuration : 1887 bytes Last configuration change at 
20:17:08 UTC Tue Mar 22 2016 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R5 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1520806Y 
license accept end user agreement 
license boot module c2900 technology-package uck9 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
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 ip address 1.1.1.1 255.255.255.0 
 ip policy route-map calvin 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 2.2.2.2 255.255.255.0 
 ip policy route-map calvin 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 ip address 3.3.3.3 255.255.255.0 
 ip policy route-map calvin 
 duplex auto 
 speed auto 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ip route 9.9.9.0 255.255.255.0 GigabitEthernet0/0 
access-list 101 permit tcp any any eq www 
access-list 101 deny   tcp any any 
access-list 102 permit tcp any any eq 443 
access-list 102 deny   tcp any any 
route-map calvin permit 1 
 match ip address 101 
 set ip next-hop 3.3.3.4 
route-map calvin permit 2 
 match ip address 102 
 set ip next-hop 2.2.2.3 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
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end 
 

Show ip route 
      1.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.1.1/32 is directly connected, GigabitEthernet0/0 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/1 
L        2.2.2.2/32 is directly connected, GigabitEthernet0/1 
      3.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        3.3.3.0/24 is directly connected, GigabitEthernet0/1/0 
L        3.3.3.3/32 is directly connected, GigabitEthernet0/1/0 
      9.0.0.0/24 is subnetted, 1 subnets 
S        9.9.9.0 is directly connected, GigabitEthernet0/0 
 
A (R6) 
Show run 
Current configuration : 1552 bytes Last configuration change at 
20:30:42 UTC Tue Mar 22 2016 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R6 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1520806Z 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.1.2 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 9.9.9.9 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
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 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ip route 0.0.0.0 0.0.0.0 GigabitEthernet0/0 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
 
Show ip route 
S*    0.0.0.0/0 is directly connected, GigabitEthernet0/0 
      1.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.1.2/32 is directly connected, GigabitEthernet0/0 
      9.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        9.9.9.0/24 is directly connected, GigabitEthernet0/1 
L        9.9.9.9/32 is directly connected, GigabitEthernet0/1 
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Screenshots 
 

 

 

Error while trying to connect to the HTTPS 
server of the router that is on the route that 
only allows HTTP traffic. 

Successful connection while trying to connect 
to the HTTP server of the router that is on the 
route that only allows HTTP traffic. 
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Problems 
 

As we were configuring this lab, we did not come across with many problems and completed the 
lab successfully in a short amount of time. The only two problems we had were related with entering 
commands. We had problems on figuring out which values or words to enter in some part of the 
commands. We entered wrong variables for those commands and spent some time trying to figure out the 
problems. 
 First problem we had, occurred during configuring the access lists. We were trying to allow 
HTTP on one access list and deny everything else and on the other one we were trying to allow HTTPS 
and everything except for HTTP. We were trying to specify our access list to do certain things with 
specific ports and protocols. And we were using the IP protocol while trying to enter the access list 
commands. However, the router was saying that it was an unrecognized command. So, we were trying to 
use a command that doesn’t exist. The command was wrong and it was pretty challenging to find the 
solution to the problem, but after research and troubleshooting we realized that the problem was with the 
protocol we were using. We were using IP, however we needed to use TCP (TCP (Transmission 
Control Protocol) is a standard that defines how to establish and maintain a network conversation via 
which application programs can exchange data.) to allow HTTP and HTTPS ports. So, we changed the IP 
to TCP on the commands and router finally accepted them and the access lists were working. 
 The second problem we had was related with implementing the access lists that we created into 
different routes. We configured the access lists, now we needed to assign them to the routes that are going 
to HTTP and HTTPS servers. To do that, we have already created the route map “calvin” and we needed 
to configure two entries for that route map. To create them we used the command “route-map calvin 
permit 101”. We used permit 101 for the number because we thought that number was supposed to match 
the number of the extended access list we created. However, PBR was not working. After some research, 
we learned that we didn’t need to use the number of access list we were going to use on the route-map. 
The number didn’t matter, but that wasn’t causing the main problem. The thing that was causing the 
problem was the word “permit”. We learned that we weren’t supposed to use that word while entering the 

This is the outcome of the command 
“ip policy debug” at it shows the 
router’s response to every packet that 
is going through based on the route 
policy 
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command. So it should just be “route-map calvin 1”. We didn’t need to put the word “permit” in there 
because the route was putting it in there after we enter it. After we entered the command without the 
“permit”, we looked at the running configuration on the router and the word “permit” was in the 
command. It looked just like the first command we entered first. After solving that problem, we did not 
have any more problems. We finished the configuration, verified that PBR was working and then we 
completed the lab successfully. 
 
 
Conclusion 
  

Policy Based Routing was a totally new concept for me. At first, I did not know what PBR was or 
how to configure it. After some research, I learned that I first needed to configure extended access lists, 
which I already knew how to do. The only new commands I used in this lab were the commands to create 
the specific route, route entries and the commands to use the access lists on those entries. It was an easy 
lab. It didn’t take a lot of commands or research to complete this lab. We had a couple of simple problems 
but they were mainly about entering certain values to the router. We didn’t have any conceptual problems, 
or big problems that took us a long time to solve. We solved our problems really fast and completed the 
lab. 
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VRF-lite 
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Purpose 

 
The purpose of this lab is to create two different VRF networks that are sharing the same 

networks and connect the VRF networks into VLANs. 
 
 

Background Information 
  

Virtual routing and forwarding (VRF) is a technology included in IP (Internet Protocol) network 
routers that allows multiple instances of a routing table to exist in a router and work simultaneously. This 
increases functionality by allowing network paths to be segmented without using multiple devices. 
Because traffic is automatically segregated, VRF also increases network security and can eliminate the 
need for encryption and authentication. In addition, VRF requires a forwarding table that designates the 
next hop for each data packet, a list of devices that may be called upon to forward the packet and a set of 
rules and routing protocols that govern how the packet is forwarded. These tables prevent traffic from 
being forwarded outside a specific VRF path and also keep out traffic that should remain outside the VRF 
path. 
 The simplest form of VRF implementation is VRF Lite. In this implementation, each router 
within the network participates in the virtual routing environment in a peer-based fashion. While simple 
to deploy and appropriate for small to medium enterprises and shared data centers, VRF Lite does not 
scale to the size required by global enterprises or large carriers, as there is the need to implement each 
VRF instance on every router, including intermediate routers. 
 VRF-lite creates subnetworks that are completely separate from each other on the same router. 
Using two different VRP networks can be like using the I-90 highway bridge. Cars can go from either the 
normal lanes or the express lanes but they cannot go from express lane to normal lanes or the other way 
around. The bridge can be viewed as the connection between two routers and the lanes can be viewed as 
the VRF networks. Normal lanes make up a VRF network and the express lanes make another. Finally, 
the cars represent the packets that going through those links. The cars can’t change lanes, just like the 
packets on the two different VRF networks but they are both going between the same two destinations. 
Those destinations represent the routers. 
 VRFs are just like VLANs. A VLAN is a group of devices on one or more LANs that are 
configured to communicate as if they were attached to the same wire, when in fact they are located on a 
number of different LAN segments. Because VLANs are based on logical instead of physical 
connections, they are extremely flexible. The only difference between VFRs and VLANs is that VRFs are 
used in routing and VLANs are used in switching. 
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Lab Summery 
  

In this lab, we had 3 routers that were using VRF, and a switch using VLANs. We had two VRF 
networks. One named apple and the other names google. Both apple and google had the same addressing 
table. PC-A which was in apple and PC-B which was in google had the exact same IP addresses. This was 
the same case for the PC-C and PC-D and the loopbacks on the routers. They had the same IP addresses 
but they were still able to work. The reason for that is because they are in two different VRF which are 
completely different from each other. To do this in the routers we first created the VRFs. Apple and 
google. Then we assigned interfaces to the VRFs. This way the interface that was going to an end device 
will be either in apple or google VRF. Then we were able to set the same IP on the two different end 
devices. If we tried to do it before we created the VRFs, the router would say there is an addressing 
mismatch and would not let us to set both interfaces with the same IP address. We were able to set both 
interfaces with the same IP address after configuring VRF on those interfaces. That means that our 
configuration was successful. 
 Then, we moved onto the configuration of the links between the routers. They have to allow both 
apple and google VRFs. To do that, we used sub-interfaces on the interfaces that connect the routers and 
R5 and the switch. Those interfaces had one sub-interface for each VRF. Then we configured IP 
addresses and encapsulation in those sub-interfaces. The IP addresses were the same for both sub-
interfaces and VRFs but the VLANs were different. We used VLAN 10 for apple and VLAN 20 for 
google in the encapsulations. After that we configured OSPF for connectivity but we had to configure it 
for both VRFs in all the routers. One for apple and google. After that, we were able to ping all the 
loopbacks that are in the same VRF as the PC we were pinging from. Finally, we configured the switch. 
We had a trunk port that was going to the R5 that allowed both VLAN 10 and 20. The port that was going 
to PC-C was an access port that only allowed VLAN 10 because it is in apple. The port that was going to 
PC-D was also an access port and only allowed VLAN 20 because it is in google VRF. After that we had 
end to end connectivity form PC-A to PC-C and from PC-B to PC-D. The lab was successfully complete. 
 
 
Lab Commands 
 
ip vrf apple This command names the VRF, and enters the 

VRF configuration mode. 
ip vrf forwarding google This command associates the VRF with the Layer 

3 interface. 
interface GigabitEthernet0/0.1 This command enters into the sub-interface 

configuration mode. In this instance, the user is 
entering the first sub interface of the interface 
GigabitEthernet0/0. 

encapsulation dot1Q 10 This command is used in the sub-interface range 
configuration mode to apply a VLAN ID to the 
sub-interface. 
 

router ospf 1 vrf apple This command enters the OSPF configuration of a 
specific VRF network. 
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Network Diagram 
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Configurations 
 
R7 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R7 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
ip vrf apple 
ip vrf google 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX152885RE 
license accept end user agreement 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip vrf forwarding google 
 ip address 192.168.10.2 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip vrf forwarding apple 
 ip address 192.168.10.2 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1/0.1 
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 encapsulation dot1Q 10 
 ip vrf forwarding apple 
 ip address 1.1.1.7 255.255.255.0 
interface GigabitEthernet0/1/0.2 
 encapsulation dot1Q 20 
 ip vrf forwarding google 
 ip address 1.1.1.7 255.255.255.0 
router ospf 1 vrf apple 
 network 1.1.1.0 0.0.0.255 area 0 
 network 192.168.10.0 0.0.0.255 area 0 
router ospf 2 vrf google 
 network 1.1.1.0 0.0.0.255 area 0 
 network 192.168.10.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
 
Show ip route vrf apple  
Routing Table: apple 
Gateway of last resort is not set 
      1.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/1/0.1 
L        1.1.1.7/32 is directly connected, GigabitEthernet0/1/0.1 
      2.0.0.0/24 is subnetted, 1 subnets 
O        2.2.2.0 [110/2] via 1.1.1.6, 01:14:01, GigabitEthernet0/1/0.1 
      192.168.10.0/24 is variably subnetted, 2 subnets, 2 masks 
C        192.168.10.0/24 is directly connected, GigabitEthernet0/1 
L        192.168.10.2/32 is directly connected, GigabitEthernet0/1 
      192.168.11.0/32 is subnetted, 1 subnets 
O        192.168.11.2 [110/2] via 1.1.1.6, 01:14:38, 
GigabitEthernet0/1/0.1 
      192.168.12.0/32 is subnetted, 1 subnets 
O        192.168.12.3 [110/3] via 1.1.1.6, 01:13:51, 
GigabitEthernet0/1/0.1 
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O     192.168.13.0/24 [110/3] via 1.1.1.6, 00:20:09, 
GigabitEthernet0/1/0.1 
 
Show ip route vrf google 
Routing Table: google 
Gateway of last resort is not set 
      1.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/1/0.2 
L        1.1.1.7/32 is directly connected, GigabitEthernet0/1/0.2 
      2.0.0.0/24 is subnetted, 1 subnets 
O        2.2.2.0 [110/2] via 1.1.1.6, 01:15:08, GigabitEthernet0/1/0.2 
      192.168.10.0/24 is variably subnetted, 2 subnets, 2 masks 
C        192.168.10.0/24 is directly connected, GigabitEthernet0/0 
L        192.168.10.2/32 is directly connected, GigabitEthernet0/0 
      192.168.11.0/32 is subnetted, 1 subnets 
O        192.168.11.2 [110/2] via 1.1.1.6, 01:15:08, 
GigabitEthernet0/1/0.2 
      192.168.12.0/32 is subnetted, 1 subnets 
O        192.168.12.3 [110/3] via 1.1.1.6, 01:14:25, 
GigabitEthernet0/1/0.2 
O     192.168.13.0/24 [110/3] via 1.1.1.6, 00:20:39, 
GigabitEthernet0/1/0.2 
 
R6 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R6 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
ip vrf apple 
ip vrf google 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1520806Z 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
redundancy 
interface Loopback0 
 ip vrf forwarding apple 
 ip address 192.168.11.2 255.255.255.0 
interface Loopback1 
 ip vrf forwarding google 
 ip address 192.168.11.2 255.255.255.0 
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interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 no ip address 
 duplex auto 
 speed auto 
interface GigabitEthernet0/0.1 
 encapsulation dot1Q 10 
 ip vrf forwarding apple 
 ip address 2.2.2.6 255.255.255.0 
interface GigabitEthernet0/0.2 
 encapsulation dot1Q 20 
 ip vrf forwarding google 
 ip address 2.2.2.6 255.255.255.0 
interface GigabitEthernet0/1 
 no ip address 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1.1 
 encapsulation dot1Q 10 
 ip vrf forwarding apple 
 ip address 1.1.1.6 255.255.255.0 
interface GigabitEthernet0/1.2 
 encapsulation dot1Q 20 
 ip vrf forwarding google 
 ip address 1.1.1.6 255.255.255.0 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
router ospf 1 vrf apple 
 network 1.1.1.0 0.0.0.255 area 0 
 network 2.2.2.0 0.0.0.255 area 0 
 network 192.168.11.0 0.0.0.255 area 0 
router ospf 2 vrf google 
 network 1.1.1.0 0.0.0.255 area 0 
 network 2.2.2.0 0.0.0.255 area 0 
 network 192.168.11.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
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mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
 
Show ip route vrf apple 
Routing Table: apple 
Gateway of last resort is not set 
      1.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/1.1 
L        1.1.1.6/32 is directly connected, GigabitEthernet0/1.1 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/0.1 
L        2.2.2.6/32 is directly connected, GigabitEthernet0/0.1 
O     192.168.10.0/24 [110/2] via 1.1.1.7, 01:17:16, 
GigabitEthernet0/1.1 
      192.168.11.0/24 is variably subnetted, 2 subnets, 2 masks 
C        192.168.11.0/24 is directly connected, Loopback0 
L        192.168.11.2/32 is directly connected, Loopback0 
      192.168.12.0/32 is subnetted, 1 subnets 
O        192.168.12.3 [110/2] via 2.2.2.5, 01:16:42, 
GigabitEthernet0/0.1 
O     192.168.13.0/24 [110/2] via 2.2.2.5, 00:22:50, 
GigabitEthernet0/0.1 
 
Show ip route vrf google 
Routing Table: google 
Gateway of last resort is not set 
      1.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/1.2 
L        1.1.1.6/32 is directly connected, GigabitEthernet0/1.2 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/0.2 
L        2.2.2.6/32 is directly connected, GigabitEthernet0/0.2 
O     192.168.10.0/24 [110/2] via 1.1.1.7, 01:17:33, 
GigabitEthernet0/1.2 
      192.168.11.0/24 is variably subnetted, 2 subnets, 2 masks 
C        192.168.11.0/24 is directly connected, Loopback1 
L        192.168.11.2/32 is directly connected, Loopback1 
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      192.168.12.0/32 is subnetted, 1 subnets 
O        192.168.12.3 [110/2] via 2.2.2.5, 01:17:04, 
GigabitEthernet0/0.2 
O     192.168.13.0/24 [110/2] via 2.2.2.5, 00:23:07, 
GigabitEthernet0/0.2 
 
R5 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R5 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
ip vrf apple 
ip vrf google 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1520806Y 
license accept end user agreement 
license boot module c2900 technology-package uck9 
redundancy 
interface Loopback0 
 ip vrf forwarding apple 
 ip address 192.168.12.3 255.255.255.0 
interface Loopback1 
 ip vrf forwarding google 
 ip address 192.168.12.3 255.255.255.0 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 no ip address 
 duplex auto 
 speed auto 
interface GigabitEthernet0/0.1 
 encapsulation dot1Q 10 
 ip vrf forwarding apple 
 ip address 2.2.2.5 255.255.255.0 
interface GigabitEthernet0/0.2 
 encapsulation dot1Q 20 
 ip vrf forwarding google 
 ip address 2.2.2.5 255.255.255.0 
interface GigabitEthernet0/1 
 no ip address 
 duplex auto 
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 speed auto 
interface GigabitEthernet0/1.1 
 encapsulation dot1Q 10 
 ip vrf forwarding apple 
 ip address 192.168.13.5 255.255.255.0 
interface GigabitEthernet0/1.2 
 encapsulation dot1Q 20 
 ip vrf forwarding google 
 ip address 192.168.13.5 255.255.255.0 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
router ospf 1 vrf apple 
 network 2.2.2.0 0.0.0.255 area 0 
 network 192.168.12.0 0.0.0.255 area 0 
 network 192.168.13.0 0.0.0.255 area 0 
router ospf 2 vrf google 
 network 2.2.2.0 0.0.0.255 area 0 
 network 192.168.12.0 0.0.0.255 area 0 
 network 192.168.13.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
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Show ip route vrf apple  
Routing Table: apple 
Gateway of last resort is not set 
      1.0.0.0/24 is subnetted, 1 subnets 
O        1.1.1.0 [110/2] via 2.2.2.6, 01:18:40, GigabitEthernet0/0.1 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/0.1 
L        2.2.2.5/32 is directly connected, GigabitEthernet0/0.1 
O     192.168.10.0/24 [110/3] via 2.2.2.6, 01:18:40, 
GigabitEthernet0/0.1 
      192.168.11.0/32 is subnetted, 1 subnets 
O        192.168.11.2 [110/2] via 2.2.2.6, 01:18:40, 
GigabitEthernet0/0.1 
      192.168.12.0/24 is variably subnetted, 2 subnets, 2 masks 
C        192.168.12.0/24 is directly connected, Loopback0 
L        192.168.12.3/32 is directly connected, Loopback0 
      192.168.13.0/24 is variably subnetted, 2 subnets, 2 masks 
C        192.168.13.0/24 is directly connected, GigabitEthernet0/1.1 
L        192.168.13.5/32 is directly connected, GigabitEthernet0/1.1 
 
Show ip route vrf google 
Routing Table: google 
Gateway of last resort is not set 
      1.0.0.0/24 is subnetted, 1 subnets 
O        1.1.1.0 [110/2] via 2.2.2.6, 01:19:12, GigabitEthernet0/0.2 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/0.2 
L        2.2.2.5/32 is directly connected, GigabitEthernet0/0.2 
O     192.168.10.0/24 [110/3] via 2.2.2.6, 01:19:12, 
GigabitEthernet0/0.2 
      192.168.11.0/32 is subnetted, 1 subnets 
O        192.168.11.2 [110/2] via 2.2.2.6, 01:19:12, 
GigabitEthernet0/0.2 
      192.168.12.0/24 is variably subnetted, 2 subnets, 2 masks 
C        192.168.12.0/24 is directly connected, Loopback1 
L        192.168.12.3/32 is directly connected, Loopback1 
      192.168.13.0/24 is variably subnetted, 2 subnets, 2 masks 
C        192.168.13.0/24 is directly connected, GigabitEthernet0/1.2 
L        192.168.13.5/32 is directly connected, GigabitEthernet0/1.2 
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Switch 
Show run 
version 12.2 
no service pad 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname Switch 
boot-start-marker 
boot-end-marker 
no aaa new-model 
system mtu routing 1500 
authentication mac-move permit 
ip subnet-zero 
spanning-tree mode pvst 
spanning-tree etherchannel guard misconfig 
spanning-tree extend system-id 
vlan internal allocation policy ascending 
interface FastEthernet0/1 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
interface FastEthernet0/2 
 switchport access vlan 10 
interface FastEthernet0/3 
 switchport access vlan 20 
interface FastEthernet0/4 
interface FastEthernet0/5 
interface GigabitEthernet0/1 
interface GigabitEthernet0/2 
interface Vlan1 
 ip address 192.168.13.6 255.255.255.0 
ip classless 
ip http server 
ip http secure-server 
ip sla enable reaction-alerts 
line con 0 
line vty 5 15 
end 
 
Switch PC-D 
show run 
Current configuration : 1332 bytes 
version 12.1 
no service pad 
service timestamps debug uptime 
service timestamps log uptime 
no service password-encryption 
hostname Switch 
ip subnet-zero 
ip ssh time-out 120 
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ip ssh authentication-retries 3 
vtp domain HackAttacks 
vtp mode transparent 
spanning-tree mode pvst 
no spanning-tree optimize bpdu transmission 
spanning-tree extend system-id 
vlan 10 
 name apple 
vlan 20 
 name google 
interface FastEthernet0/1 
 switchport access vlan 20 
interface FastEthernet0/2 
interface FastEthernet0/3 
interface FastEthernet0/4 
interface GigabitEthernet0/1 
interface GigabitEthernet0/2 
interface Vlan1 
 no ip address 
 no ip route-cache 
 shutdown 
interface Vlan20 
 ip address 192.168.13.4 255.255.255.0 
ip http server 
line con 0 
line vty 5 15 
end 
 
Switch PC-C 
Show run 
Current configuration : 2748 bytes 
version 12.1 
no service single-slot-reload-enable 
no service pad 
service timestamps debug uptime 
service timestamps log uptime 
no service password-encryption 
hostname Switch 
vlan 10 
 name apple 
vlan 20 
 name google 
ip subnet-zero 
vtp domain HackAttacks 
vtp mode transparent 
spanning-tree extend system-id 
interface FastEthernet0/1 
 switchport access vlan 10 
 no ip address 
interface FastEthernet0/2 
 no ip address 
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interface FastEthernet0/3 
 no ip address 
interface FastEthernet0/4 
 no ip address 
interface GigabitEthernet0/1 
 no ip address 
interface GigabitEthernet0/2 
 no ip address 
interface Vlan1 
 no ip address 
 shutdown 
interface Vlan10 
 ip address 192.168.13.4 255.255.255.0 
interface Vlan20 
 no ip address 
ip classless 
ip http server 
line con 0 
line vty 5 15 
end 
 
Problems 
  

In this lab, we had a couple of issues that were all related with connectivity. The first problem we 
had was, we weren’t able to ping between the routers. It looked like everything was configured right and 
the ports were on. We couldn’t find the problem for a little bit, then we thought that we might have 
configured VRF or something was missing. We made more research and realized that we needed sub-
interfaces. Turns out, we tried to configure both VRFs on the same port, however it doesn’t work like 
that. We needed to configure sub-interfaces and set IP addresses. So we did that but the links were still 
not working. After researching the details of using sub-interfaces in VRF networks, we learned that we 
were missing the encapsulation command. This command gives the VLAN or VRF an identification 
number which was going to be useful later when we configured VLANs on the switch. So then we 
entered the different VLAN numbers for both VRFs and we were able to ping the first hop now. 
 Even though we fixed the problem of not being able to ping the first hop from a router, we now 
had a new problem. We weren’t able to ping anything beyond the first hop. That meant that our routing 
protocol was not working. When we first configured our routers, we used EIGRP as our routing protocol 
but after doing some research about VRF and routing protocols, we learned that EIGRP is nor compatible 
with VRF. Since we had two VRFs, we also needed two separate routing tables. EIGRP didn’t have any 
commands to specify different VRFs and therefore was not able to create two routing tables. According to 
our research the one routing protocol that is compatible with VRF is OSPF. OSPF allows us to identify 
which VRF were are trying to configure the routing table to unlike EIGRP. So we configured OSPF on all 
routers and for both VRFs. After configuring that we were able ping every device. 
 Final problem we had was a simple problem with the VLANs on the switch. We configured the 
trunk port on the switch which allowed all VLANs to go through but we made a simple mistake on the 
access ports of that same switch. Since we did not have four PCs, we decided to use two different 
switches instead of PC-C and PC-D. While setting the IP addresses of these switches that replaced the 
PCs, we assigned the address under the VLANs they should be in. So the switch that represented PC-C 
was on VLAN 10 and PC-D was on VLAN 20 but we weren’t able to ping the PCs. There was something 
wrong. After checking the configurations and the topology we realized that the access port that was 
connect to the PC-C was an access port that only allowed VLAN 20, not 10. For PC-D it was the other 
was around. The access port that was going to PC-D only allowed VLAN 10 not 20. Fixing this problem 
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was simple. We simply changed the cables on the switch so that PCs were on the VLANs that they belong 
to. After this change, we were able to ping from PC-A to PC-C and from PC-B to PC-D. We solved all of 
our problems and completed the lab with the end to end connectivity. 
 

Conclusion 
  

This lab first felt like a completely different lab and nothing like we have ever done before 
because I have never heard of the term VRF before. However, after doing research on what VRF is, I 
learned it is just basically VLANs for router and I have done VLANs quite a lot of times before. We 
configured two different VRFs under the name of google and apple. They were completely separate from 
each other even though they were using the same routers. We also configured two different VLANs that 
were connected to the VRFs. We had some problems while configuring the links between the routers that 
were supposed to allow both VRFs and some simple problems with assigning VLANs to the access ports 
of the switch. But overall it was an easy lab because the problems were not too difficult to figure out.  
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Purpose 
 
The purpose of this lab is to use 3 different first-hop redundancy protocols which are HSRP, 

GLBP and VRRP to create a redundant network that can access internet from 2 different routes. 
 
 
Background Information 

 
Any network should be redundant in today’s world. There are a lot of companies who use internet 

24/7 and their business relies on remote customers. Those companies want to stay connected to the 
internet all the time. However, things can go wrong in a network, so in order for those companies to stay 
connected, they have to have backups in their networks so when one link goes down. End users should be 
able to talk to each other or access internet without noticing any problem. In order to do that there has to 
be at least 2 routes that are going to the internet and either GLBP, HSRP or VRRP have to be configured 
on the routers. So, when the one goes down, the other one can kick in and the network will still have 
access to the internet. GLBP, HSRP and VRRP are types of first-hop redundancy protocols that can 
change connection between the 2 routes. It’s their job to detect a connectivity problem and change the 
link to a connection that doesn’t have any problems 

First-hop redundancy is almost like a long-distance cruise ship. Those ships generally have 2 or 3 
engines depending on the size of the ship. The reason for that is because if one engine breaks down in the 
middle of the ocean, they can use the other engine to go the nearest port and get it fixed.  In this case 
number of engines, the ship has is like the number of routes that are going to internet in a network. The 
ship staff who detect the problem with the first engine and start using the second engine is like HSRP, 
GLBP and VRRP. They act like the ship staff for the network, detect problems and change the routes if 
necessary. They do same job in slightly different ways. 

Host Standby Routing Protocol (HSRP) provides default gateway redundancy using one active 
and one standby router. That means it uses a virtual default gateway instead of an IP address on a router. 
The traffic can go out to the internet using any route since the routers have a common virtual IP. HSRP is 
like the ship is going with only 1 engine in full speed and when that engine goes down, the other engine 
starts working with full power to keep the ship going in the same speed. HSRP uses only 1 route at a time. 
Virtual Router Redundancy Protocol (VRRP) provides redundancy the same way as HSRP. The only 
difference is HSRP is licensed by Cisco Systems but VRRP is open source which means the original 
software code is freely available and maybe redistributed or modified. 

Gateway Load Balancing Protocol (GLBP) supports arbitrary load balancing in addition to 
redundancy across gateways. When both of the routes are working, this protocol sends half of the packets 
from one route, the other half from the other route. It is just like the cruise ship using half power from 
both engines and going with full speed without damaging the engines. And when an engine goes down 
the other engine applies full power to keep the ship going in the same speed. Same with a network using 
GLBP, when a route goes down, all the packets go through the other route and the network keeps running 
in the same speed. 
These first-hop redundancy protocols determine which router is going to be active and which router is 
going to be in the standby mode. The active router is the router that the traffic is going through and the 
standby router is the one for backup. When there is a problem with the active router, the protocol turns the 
active router into standby and the standby router to active which changes the router where the traffic is 
flowing through. 
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Lab Summary 
 
In this lab, we set up 2 routers that are connected a switch on one side. A PC is connected on the 

other end of the switch. The other side of the 2 routers represented the Internet. We set up HSRP with a 
virtual IP address on the network with the host using the standby command. We used group 1 for IPv4 
and group 2 for IPv6. Then we did the same thing for GLBP, but instead of using the standby command, 
we used the glbp command with 2 groups. Finally, we set up VRRP. On this one instead of using 2 
routers, we used one router and a Cisco Catalyst 6500 switch. We used the vrrp command to create a 
group for IPv4 and create a virtual IP address for the local network. In HSRP and GLBP we also 
configured OSPF to create connectivity between the two routers and the ISP. 

 
Lab Commands 
 
standby version 2 This command enables the router to run HSRPv2 

instead of HSRPv1. On HSRPv1 timer values are 
not advertised but in HSRPv2 they are. 

standby 1 ip 1.1.1.4 This command creates a virtual IP address 
(1.1.1.4) for group 1 which is also the default 
gateway for the local PC. It is used only to 
configure HSRP. 

standby 1 timers 1 2 This command is used to configure the time 
between hello packets and the time before other 
routers declare the active router to be down. 

standby 1 preempt This command is used so that if a router fails and 
comes back up, the preemption occurs and 
restores load-balancing. 

glbp 1 ip 1.1.1.4 This command creates a virtual IP address 
(1.1.1.4) for group 1 which is also the default 
gateway for the local PC. It is used only to 
configure GLBP. 

glbp 1 timers 1 2 Configures the interval between successive hello 
packets sent by the active virtual gateway in a 
GLBP group. 

glbp 1 preempt This command is used so that if a router fails and 
comes back up, the preemption occurs and 
restores load-balancing. 

vrrp 10 ip 192.168.1.1 This command creates a virtual IP address 
(192.168.1.1) for group 10 which is also the 
default gateway for the local PC. It is used only to 
configure VRRP. 
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Network Diagrams 
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Configurations 
 
HSRP 
R3 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R3 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ip domain lookup 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180M5 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.1.1 255.255.255.0 
 standby version 2 
 standby 1 ip 1.1.1.4 
 standby 1 timers 1 2 
 standby 2 timers 1 2 
 duplex auto 
 speed auto 
 ipv6 address 1::1/64 
 ipv6 ospf 1 area 0 
interface GigabitEthernet0/1 
 ip address 2.2.2.1 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 2::1/64 
 ipv6 ospf 1 area 0 
interface Serial0/0/0 
 no ip address 
 shutdown 
interface Serial0/0/1 
 no ip address 
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 shutdown 
 clock rate 2000000 
router ospf 1 
 network 0.0.0.0 255.255.255.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
 logging synchronous 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.1.1/32 is directly connected, GigabitEthernet0/0 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/1 
L        2.2.2.1/32 is directly connected, GigabitEthernet0/1 
 
Show ipv6 route 
C   1::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   1::1/128 [0/0] 
     via GigabitEthernet0/0, receive 
C   2::/64 [0/0] 
     via GigabitEthernet0/1, directly connected 
L   2::1/128 [0/0] 
     via GigabitEthernet0/1, receive 
L   FF00::/8 [0/0] 
     via Null0, receive 
 

R4 
Show run 
version 15.2 
service timestamps debug datetime msec 
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service timestamps log datetime msec 
no service password-encryption 
hostname R4 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ip domain lookup 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180M8 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.1.2 255.255.255.0 
 standby version 2 
 standby 1 ip 1.1.1.4 
 standby 1 timers 1 2 
 standby 1 preempt 
 standby 2 timers 1 2 
 standby 2 preempt 
 duplex auto 
 speed auto 
 ipv6 address 1::2/64 
 ipv6 ospf 1 area 0 
interface GigabitEthernet0/1 
 ip address 2.2.2.2 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 2::2/64 
 ipv6 ospf 1 area 0 
interface Serial0/0/0 
 no ip address 
 shutdown 
 ipv6 address 3::2/64 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 network 1.1.1.0 0.0.0.255 area 0 
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 network 2.2.2.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.1.2/32 is directly connected, GigabitEthernet0/0 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/1 
L        2.2.2.2/32 is directly connected, GigabitEthernet0/1 
 
Show ipv6 route 
C   1::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   1::2/128 [0/0] 
     via GigabitEthernet0/0, receive 
C   2::/64 [0/0] 
     via GigabitEthernet0/1, directly connected 
L   2::2/128 [0/0] 
     via GigabitEthernet0/1, receive 
L   FF00::/8 [0/0] 
     via Null0, receive 
 

ISP 
Show run 
Current configuration : 1378 bytes 
Last configuration change at 20:58:27 UTC Fri Oct 2 2015 
version 15.0 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
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 hostname ISP 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
 ipv6 unicast-routing 
ipv6 cef 
ip source-route 
ip cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX15208074 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface GigabitEthernet0/0 
 ip address 2.2.2.3 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 2::3/64 
 ipv6 ospf 1 area 0 
interface GigabitEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 no fair-queue 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
router ospf 1 
 log-adjacency-changes 
 network 2.2.2.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
 log-adjacency-changes 
control-plane 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line vty 0 4 
 login 
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scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/24 is subnetted, 1 subnets 
O        1.1.1.0 [110/2] via 2.2.2.2, 00:14:52, GigabitEthernet0/0 
                 [110/2] via 2.2.2.1, 00:15:29, GigabitEthernet0/0 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/0 
L        2.2.2.3/32 is directly connected, GigabitEthernet0/0 
 
Show ipv6 route 
O   1::/64 [110/2] 
     via FE80::26E9:B3FF:FE3C:1949, GigabitEthernet0/0 
     via FE80::7ADA:6EFF:FE99:AA01, GigabitEthernet0/0 
C   2::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   2::3/128 [0/0] 
     via GigabitEthernet0/0, receive 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
GLBP 
R3 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R3 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ip domain lookup 
ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180M5 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
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 ip address 1.1.1.1 255.255.255.0 
 glbp 1 ip 1.1.1.4 
 glbp 1 timers 1 2 
 glbp 2 timers 1 2 
 duplex auto 
 speed auto 
 ipv6 address 1::1/64 
 ipv6 ospf 1 area 0 
interface GigabitEthernet0/1 
 ip address 2.2.2.1 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 2::1/64 
 ipv6 ospf 1 area 0 
interface Serial0/0/0 
 no ip address 
 shutdown 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 network 0.0.0.0 255.255.255.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
 logging synchronous 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.1.1/32 is directly connected, GigabitEthernet0/0 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
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C        2.2.2.0/24 is directly connected, GigabitEthernet0/1 
L        2.2.2.1/32 is directly connected, GigabitEthernet0/1 
 
Show ipv6 route 
C   1::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   1::1/128 [0/0] 
     via GigabitEthernet0/0, receive 
C   2::/64 [0/0] 
     via GigabitEthernet0/1, directly connected 
L   2::1/128 [0/0] 
     via GigabitEthernet0/1, receive 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
R4 
Show run 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R4 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ip domain lookup 
 ipv6 unicast-routing 
ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX180180M8 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.1.2 255.255.255.0 
 glbp 1 ip 1.1.1.4 
 glbp 1 timers 1 2 
 glbp 1 preempt 
 glbp 2 timers 1 2 
 glbp 2 preempt 
 duplex auto 
 speed auto 
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 ipv6 address 1::2/64 
 ipv6 ospf 1 area 0 
interface GigabitEthernet0/1 
 ip address 2.2.2.2 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 2::2/64 
 ipv6 ospf 1 area 0 
interface Serial0/0/0 
 no ip address 
 shutdown 
 ipv6 address 3::2/64 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
router ospf 1 
 network 1.1.1.0 0.0.0.255 area 0 
 network 2.2.2.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
 
Show ip route 
1.0.0.0/8 is variably subnetted, 3 subnets, 2 masks 
C        1.1.1.0/24 is directly connected, GigabitEthernet0/0 
L        1.1.1.2/32 is directly connected, GigabitEthernet0/0 
L        1.1.1.4/32 is directly connected, GigabitEthernet0/0 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/1 
L        2.2.2.2/32 is directly connected, GigabitEthernet0/1 
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Show ipv6 route 
C   1::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   1::2/128 [0/0] 
     via GigabitEthernet0/0, receive 
C   2::/64 [0/0] 
     via GigabitEthernet0/1, directly connected 
L   2::2/128 [0/0] 
     via GigabitEthernet0/1, receive 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
ISP 
Show run 
version 15.0 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
 hostname ISP 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
 ipv6 unicast-routing 
ipv6 cef 
ip source-route 
ip cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX15208074 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface GigabitEthernet0/0 
 ip address 2.2.2.3 255.255.255.0 
 duplex auto 
 speed auto 
 ipv6 address 2::3/64 
 ipv6 ospf 1 area 0 
interface GigabitEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 no fair-queue 
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 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
router ospf 1 
 log-adjacency-changes 
 network 2.2.2.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
ipv6 router ospf 1 
 log-adjacency-changes 
control-plane 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line vty 0 4 
 login 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      1.0.0.0/24 is subnetted, 1 subnets 
O        1.1.1.0 [110/2] via 2.2.2.2, 00:03:43, GigabitEthernet0/0 
                 [110/2] via 2.2.2.1, 00:04:29, GigabitEthernet0/0 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/0 
L        2.2.2.3/32 is directly connected, GigabitEthernet0/0 
 
Show ipv6 route 
O   1::/64 [110/2] 
     via FE80::7ADA:6EFF:FE99:AA01, GigabitEthernet0/0 
     via FE80::26E9:B3FF:FE3C:1949, GigabitEthernet0/0 
C   2::/64 [0/0] 
     via GigabitEthernet0/0, directly connected 
L   2::3/128 [0/0] 
     via GigabitEthernet0/0, receive 
L   FF00::/8 [0/0] 
     via Null0, receive 
 
VRRP 
R8 
Show run 
version 15.1 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R8 
boot-start-marker 
boot system flash:c2800nm-adventerprisek9-mz.151-4.M8.bin 
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boot-end-marker 
no aaa new-model 
memory-size iomem 10 
dot11 syslog 
ip source-route 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
crypto pki token default removal timeout 0 
license udi pid CISCO2811 sn FTX1024A4AS 
archive 
 log config 
  hidekeys 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface FastEthernet0/0 
 ip address 192.168.1.4 255.255.255.0 
 duplex auto 
 speed auto 
 vrrp 10 ip 192.168.1.1 
interface FastEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 no fair-queue 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/1/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/1/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface FastEthernet0/3/0 
 no ip address 
interface FastEthernet0/3/1 
 no ip address 
interface FastEthernet0/3/2 
 no ip address 
interface FastEthernet0/3/3 
 no ip address 
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interface Vlan1 
 no ip address 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
mgcp profile default 
line con 0 
line aux 0 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Show ip route 
      192.168.1.0/24 is variably subnetted, 2 subnets, 2 masks 
C        192.168.1.0/24 is directly connected, FastEthernet0/0 
L        192.168.1.4/32 is directly connected, FastEthernet0/0 
 
 
Catalyst 6500 
Show run 
upgrade fpd auto 
version 12.2 
service timestamps debug uptime 
service timestamps log uptime 
no service password-encryption 
service counters max age 5 
hostname Catalyst_6500 
boot-start-marker 
boot system sup-bootdisk:s3223-advipservicesk9_wan-mz.122-33.SXH4.bin 
boot-end-marker 
no aaa new-model 
call-home 
  alert-group configuration 
  alert-group diagnostic 
  alert-group environment 
  alert-group inventory 
  alert-group syslog 
 profile "CiscoTAC-1" 
   no active 
   no destination transport-method http 
   destination transport-method email 
   destination address email callhome@cisco.com 
   destination address http 
https://tools.cisco.com/its/service/oddce/services/DDCEService 
   subscribe-to-alert-group diagnostic severity minor 
   subscribe-to-alert-group environment severity minor 
   subscribe-to-alert-group syslog severity major pattern ".*" 
   subscribe-to-alert-group configuration periodic monthly 25 13:19 
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   subscribe-to-alert-group inventory periodic monthly 25 13:04 
ip subnet-zero 
no ip domain-lookup 
mls ip slb purge global 
mls netflow interface 
no mls flow ip 
no mls flow ipv6 
mls cef error action reset 
redundancy 
 keepalive-enable 
 mode sso 
 main-cpu 
  auto-sync running-config 
spanning-tree mode pvst 
spanning-tree extend system-id 
system flowcontrol bus auto 
diagnostic cns publish cisco.cns.device.diag_results 
diagnostic cns subscribe cisco.cns.device.diag_commands 
vlan internal allocation policy ascending 
vlan access-log ratelimit 2000 
interface FastEthernet4/1 
 ip address 192.168.1.2 255.255.255.0 
 vrrp 10 ip 192.168.1.1 
interface Vlan1 
 no ip address 
 shutdown 
ip classless 
no ip http server 
no ip http secure-server 
control-plane 
dial-peer cor custom 
line con 0 
 logging synchronous 
line vty 0 4 
 login 
line vty 5 15 
 login 
end 
 
Show ip route 
C    192.168.1.0/24 is directly connected, FastEthernet4/1 
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Proof of FHRP 
 
HSRP 
IPv4 

 
IPv6: 

 
  

Pinging from one 
active route 

First route fails, HSRP 
detects the problem. 

HSRP recovers and switches 
to the other route 

Pinging from one 
active route 

First route fails, HSRP 
detects the problem. 

HSRP recovers and switches 
to the other route 
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GLBP 
IPv4: 

 
 
IPv6 

 
 
VRRP 
IPv4: 

  

Pinging from one 
active route 

First route fails, GLBP 
detects the problem. 

GLBP recovers and switches 
to the other route 

Pinging from one 
active route 

First route fails, GLBP 
detects the problem. 

GLBP recovers and switches 
to the other route 

Pinging from one 
active route 

First route fails, VRRP 
detects the problem. 

VRRP recovers and switches 
to the other route 
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Problems 
 
We didn’t have any problems with setting GLBP and VRRP after doing HSRP. We only had 

problems while setting up the HSRP. 
We didn’t treat one side of the network as Internet. We tried to have connection from the local PC 

to the host in the internet and from the host in the internet to the local host, however we forgot that the 
host in the internet didn’t have to be able to connect to the local PC, it was just the local PC that had to 
have connection to the host in internet. We first configured HSRP so that both sides had a different 
standby number. But we only needed a standby number on the network of the local host. 

We fixed the standby problem by just using one standby number in the local network but now 
there was a default gateway problem with the host that represented the internet. When we set the default 
gateway as the interface of one of the routers, pings were trying to get back from that same router whether 
it was down or not. We decided to replace that host with a router to get rid of the default gateway 
problem, then we configured OSPF on all 3 routers so they had connectivity between each other. 

After we fixed the standby number, default gateway and OSPF problems HSRP was up and 
running. 
 
 
Conclusion 

 
In this lab, we used 3 First-Hop Redundancy Protocols to create redundant networks that 

connected to the internet from 2 routes. We used HSRP, GLBP and VRRP to reach to ISP from two 
different routes. We configured OSPF on the HSRP and GLBP networks to create connectivity between 
routers and the ISP. We had problems while configuring HSRP but once we understood how it worked 
we were able to implement that experience and knowledge on GLBP and VRRP without any problems. 
They are really similar to each other while configuring with only some subtle differences. The hardest 
part of this lab was creating the topology. We had a hard time on figuring out how to make a network 
redundant and how to implement HSRP to a redundant network. But once figured that out, the rest was 
easy. This lab helped me understand the concept of redundancy and the different protocols that are used to 
implement redundancy in a network. 
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Layer 2 Attacks 
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DHCP Starvation Attack and Mitigation 
 
Purpose 

 
The purpose of the DHCP starvation attack is to stop a DHCP server from lending IP address to 

its clients and eventually prevent those clients from entering the network with using DHCP. 
 
 
Background Information 

 
Every building has to have an address in order to receive mail or in order for other people to 

easily find the building. However, people don’t generally come up with their home or office addresses, 
their address are generally assigned by the city they belong to.  The same idea works for the internet. 
Every computer has to have an IP address in order to be connected to the internet and access billions of 
websites. But computers generally don’t come up with their own IP addresses either. In this case Dynamic 
Host Configuration Protocol (DHCP) servers in the internet do city’s job of giving addresses. DHCP 
clients, which are computers, laptops, smart phones, smart TVs, tablets, smart watches and pretty much 
everything people use that is connected to the internet, ask for IP addresses from DHCP servers, which 
can be your home router or a giant server in the internet. DHCP servers lend addresses to the clients. The 
time the address will be lend to a client can be controlled along with how often the server is going to 
relend a new address to the client. Lending IP addresses to hosts is pretty much what DHCP is all about. 

DHCP starvation attack is when an attacker sends ton of DHCP discovery packets to the router. 
When the router gets all of these messages at the same time, it will have really hard time processing them, 
its CPU will increase dramatically just in matter of seconds, it will become really slow and it won’t be 
able to send out address after one point. The DHCP server will stop working. This can be viewed like a 
busy intersection that is not designed to the huge demand and can’t handle the busy traffic. There will be 
huge lines of cars at the end of every light and since the traffic is moving really slowly, one way at a time, 
the cars will keep piling, the line will get longer and the traffic will eventually stop and no one would be 
able to go through the intersection. In this case router is the intersection, and the cars are the DHCP 
discover packets. There are so many of that router can’t process them anymore and eventually fail.  
 
 
Lab Summary 
  

In this lab, we first created the topology, connected a PC and a router to a switch. We did not 
configure an IP address on the PC, instead we configured it as a DHCP client and configured the router as 
a DHCP server to give out an IP address to the PC. After we had connectivity between the PC and the 
router, we were ready to move on to the DHCP starvation attack. We ran Kali Linux as a virtual machine 
in the host. In the Kali Linux command line, we entered the “yersinia –G” command that opened the 
Yersinia program. In the program, we first clicked on the “Launch Attack” button and in the window, that 
popped up, we clicked on the DHCP tab. Under the DHCP tab we selected the “sending DISCOVER 
packet” option and clicked OK. The attacked has started after we clicked OK. We were monitoring the 
attack from the router at the same time and the CPU percentage on the router went from 0% to 97% in 
seconds. The router got really slow. We also tried to get an IP address from the Router’s DHCP server on 
a host and it said that the DHCP server failed and could not give out addresses. Our attack was successful. 
To mitigate this attack, we had to go to the switch and configure port security. We configured the used 
interfaces so that they only allowed 2 MAC addresses maximum, and if there were more than 2 address 
the ports would shut down automatically. We then shut down all the unused ports. We then cleared 
router’s mac address table and stopped the attack so that the CPU was back to normal and the DHCP 
server was working again. After the PC got an IP address, we launched the same attack using Kali Linux 
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but with port security on the switch this time. Nothing happened to the router. The CPU was normal and 
the DHCP server working just fine. Our mitigation of the attack was successful.    
 

Lab Commands 
 
yersinia –G This command is used in Kali Linux terminal and 

it launches the Yersinia application. 
ip dhcp excluded-address 
192.168.1.1 

This command defines the IP addresses a DHCP 
server should not give out to its clients. 

ip dhcp pool Starvation This command creates the DHCP on a Cisco 
Router and gives a name for the DHCP server. 

network 192.168.1.0 255.255.255.0 This command defines which network the router 
is going give out IP addresses from. 

domain-name Starvation This command gives a domain name to the DHCP 
pool. 

dns-server 192.168.1.1 This command defines the IP address of the DNS 
server. 

default-router 192.168.1.1 This command defines the IP address of the 
default router for the DHCP server and pool. 

switchport mode access This command is entered under an interface on 
the switch and it only allows one VLAN on that 
switch. 

switchport port-security This command creates port securtiy on an 
interface on the switch. 

switchport port-security maximum 
2 

This command only allows 2 MAC address 
maximum on an interface on the switch and if 
there are more than 2 MAC address it 
autamatically shuts down the interface. 

switchport port-security mac-
address sticky 

With this command, the switch saves the MAC 
address that it already learned in the past and 
those address stay on the switch until the 
command is disabled. 

spanning-tree portfast This command enables PortFast on the interface 
and puts the interface into a forwarding state. 

 
Network Diagram 
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Configurations 
  
Router 
version 15.1 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname DHCP_SERVER 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
no ipv6 cef 
ip source-route 
ip cef 
ip dhcp excluded-address 192.168.1.1 
ip dhcp pool Starvation 
 network 192.168.1.0 255.255.255.0 
 domain-name Starvation 
 dns-server 192.168.1.1 
 default-router 192.168.1.1 
no ip domain lookup 
multilink bundle-name authenticated 
crypto pki token default removal timeout 0 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1704Y03B 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
license boot module c2900 technology-package datak9 
vtp domain cisco 
vtp mode transparent 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 192.168.1.1 255.255.255.0 
 duplex auto 
 speed auto 
no shutdownyersi 
interface GigabitEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 no fair-queue 
 clock rate 2000000 
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interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
 logging synchronous 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport input all 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
Switch (with mitigation) 
Current configuration : 4080 bytes 
version 12.1 
no service pad 
service timestamps debug uptime 
service timestamps log uptime 
no service password-encryption 
hostname Switch 
ip subnet-zero 
no ip domain-lookup 
vtp mode transparent 
spanning-tree mode pvst 
spanning-tree extend system-id 
vlan 2-3,5 
vlan 10 
 name Google 
vlan 20 
vlan 100 
 name Microsoft 
vlan 192 
 name Guest 
interface FastEthernet0/1 
 switchport mode access 
 switchport port-security 
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 switchport port-security maximum 2 
 switchport port-security mac-address sticky 
 switchport port-security mac-address sticky 1803.73c4.602f 
 spanning-tree portfast 
interface FastEthernet0/2 
 switchport mode access 
 switchport port-security 
 switchport port-security maximum 2 
 switchport port-security mac-address sticky 
 switchport port-security mac-address sticky 4055.39b7.61e8 
 spanning-tree portfast 
interface FastEthernet0/3 
 switchport mode dynamic desirable 
 spanning-tree portfast 
interface FastEthernet0/4 
 switchport mode dynamic desirable 
 spanning-tree portfast 
interface FastEthernet0/5 
 switchport mode dynamic desirable 
interface FastEthernet0/6 
 switchport mode dynamic desirable 
interface FastEthernet0/7 
 switchport mode dynamic desirable 
interface FastEthernet0/8 
 switchport mode dynamic desirable 
interface FastEthernet0/9 
 switchport mode dynamic desirable 
interface FastEthernet0/10 
 switchport mode dynamic desirable 
interface FastEthernet0/11 
 switchport mode dynamic desirable 
interface FastEthernet0/12 
 switchport mode dynamic desirable 
interface FastEthernet0/13 
 switchport mode dynamic desirable 
interface FastEthernet0/14 
 switchport mode dynamic desirable 
interface FastEthernet0/15 
 switchport mode dynamic desirable 
interface FastEthernet0/16 
 switchport mode dynamic desirable 
interface FastEthernet0/17 
 switchport mode dynamic desirable 
interface FastEthernet0/18 
 switchport mode dynamic desirable 
interface FastEthernet0/19 
 switchport mode dynamic desirable 
interface FastEthernet0/20 
 switchport mode dynamic desirable 
interface FastEthernet0/21 
 switchport mode dynamic desirable 
interface FastEthernet0/22 
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 switchport mode dynamic desirable 
interface FastEthernet0/23 
 switchport mode dynamic desirable 
interface FastEthernet0/24 
 switchport mode dynamic desirable 
interface FastEthernet0/25 
 switchport mode dynamic desirable 
interface FastEthernet0/26 
 switchport mode dynamic desirable 
interface FastEthernet0/27 
 switchport mode dynamic desirable 
interface FastEthernet0/28 
 switchport mode dynamic desirable 
interface FastEthernet0/29 
 switchport mode dynamic desirable 
interface FastEthernet0/30 
 switchport mode dynamic desirable 
interface FastEthernet0/31 
 switchport mode dynamic desirable 
interface FastEthernet0/32 
 switchport mode dynamic desirable 
interface FastEthernet0/33 
 switchport mode dynamic desirable 
interface FastEthernet0/34 
 switchport mode dynamic desirable 
interface FastEthernet0/35 
 switchport mode dynamic desirable 
interface FastEthernet0/36 
 switchport mode dynamic desirable 
interface FastEthernet0/37 
 switchport mode dynamic desirable 
interface FastEthernet0/38 
 switchport mode dynamic desirable 
interface FastEthernet0/39 
 switchport mode dynamic desirable 
interface FastEthernet0/40 
 switchport mode dynamic desirable 
interface FastEthernet0/41 
 switchport mode dynamic desirable 
interface FastEthernet0/42 
 switchport mode dynamic desirable 
interface FastEthernet0/43 
 switchport mode dynamic desirable 
interface FastEthernet0/44 
 switchport mode dynamic desirable 
interface FastEthernet0/45 
 switchport mode dynamic desirable 
interface FastEthernet0/46 
 switchport mode dynamic desirable 
interface FastEthernet0/47 
 switchport mode dynamic desirable 
interface FastEthernet0/48 
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 switchport mode dynamic desirable 
interface GigabitEthernet0/1 
 switchport mode dynamic desirable 
interface GigabitEthernet0/2 
 switchport mode dynamic desirable 
interface Vlan1 
 no ip address 
 shutdown 
ip classless 
ip http server 
line con 0 
line vty 5 15 
end 
 
Wireshark capture of the DHCP discovery packets that are sent to the router: 
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Cam Table Flow Attack 
 
Purpose 

 
The purpose of this lab is to overload a switch with so many MAC address that it can’t do any 

other task and eventually crash. 
 
 

Background Information 
  

Cam table flow attack is when an attacker sends thousands and thousands of random MAC 
address to a switch. Normally switches keep all the MAC address that they have learned in their MAC 
address table and this is really critical for switches because this is how they distribute traffic. When this 
attack is made and all these random addresses are being sent to the switch, the switch tries to save them 
all to its MAC address table. But since there are so many addresses coming in at a really short period of 
time, the switch cannot handle it after one point and eventually crash. 
 A great way to explain this is if we think of Mr. Mason as a switch that has multiple tasks to do. 
He has to teach 15 periods a day, he has to grade tons of labs, he has to manage the CTE department, he 
has to clean up the Cisco room, he has to go to Fluke Networks every so often and the list goes on. When 
everything goes normal Mr. Mason can manage all of these tasks. Now we can think of the Cam table 
flow attack as the increased number of labs that Mr. Mason has to grade. If he gets ton of them at the 
same time, he won’t be able to do any other task other than grading labs like a robot and after one point 
he will be exhausted and he won’t even be able to grade labs anymore. This is the same thing that 
happens to the switch when it gets a ton of MAC addresses at the same time due to a Cam table flow 
attack.  
 
 
Lab Summary 
  

In this lab we just connected a PC to a switch. The Pc was attacker and on the PC we ran Kali 
Linux as a virtual machine.  We typed the “yersinia –G” command on the Kali Linux terminal which 
launched the Yersinina application. In the application, we clicked on “Launch Attack”, under the CDP tab 
we selected flooding CDP table and clicked OK. Once we have done that, ton of MAC addresses flooded 
to the switch and switch’s MAC address table went from only 2 MAC address to thousands of MAC 
address. The switching got so overloaded that it stopped doing any task at one point. Then we stopped the 
attack, cleared the MAC table and got the switch back to normal. To prevent this attack to happening 
again, we configured port security on the port that was connected to the PC and shut down all the unused 
ports. We then launched the attack again and nothing happened to the switch, it still only had 2 MAC 
addresses on its MAC address table and was functioning perfectly fine. Our mitigation was successful.  
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Lab Commands 
 
yersinia –G This command is used in Kali Linux terminal and it 

launches the Yersinia application. 
switchport mode access This command is entered under an interface on the 

switch and it only allows one VLAN on that switch. 
switchport port-security This command creates port securtiy on an interface on 

the switch. 
switchport port-security 
maximum 2 

This command only allows 2 MAC address maximum 
on an interface on the switch and if there are more than 
2 MAC address it autamatically shuts down the 
interface. 
 

switchport port-security mac-
address sticky 

With this command, the switch saves the MAC address 
that it already learned in the past and those address stay 
on the switch until the command is disabled. 

spanning-tree portfast This command enables PortFast on the interface and 
puts the interface into a forwarding state. 

 
Network Diagram 
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Configurations  
 
Switch (with mitigation) 
version 12.1 
no service pad 
service timestamps debug uptime 
service timestamps log uptime 
no service password-encryption 
hostname Switch 
ip subnet-zero 
spanning-tree mode pvst 
no spanning-tree optimize bpdu transmission 
spanning-tree extend system-id 
interface FastEthernet0/1 
 switchport mode access 
 switchport port-security 
 switchport port-security maximum 2 
 switchport port-security mac-address sticky 
 switchport port-security mac-address sticky 1803.73c4.602f 
interface FastEthernet0/2 
interface FastEthernet0/3 
interface FastEthernet0/4 
interface FastEthernet0/5 
interface FastEthernet0/6 
interface FastEthernet0/7 
interface FastEthernet0/8 
interface FastEthernet0/9 
interface FastEthernet0/10 
interface FastEthernet0/11 
interface FastEthernet0/12 
interface FastEthernet0/13 
interface FastEthernet0/14 
interface FastEthernet0/15 
interface FastEthernet0/16 
interface FastEthernet0/17 
interface FastEthernet0/18 
interface FastEthernet0/19 
interface FastEthernet0/20 
interface FastEthernet0/21 
interface FastEthernet0/22 
interface FastEthernet0/23 
interface FastEthernet0/24 
interface GigabitEthernet0/1 
interface GigabitEthernet0/2 
interface Vlan1 
 no ip address 
 no ip route-cache 
 shutdown 
ip http server 
line con 0 
line vty 0 4 
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 login 
line vty 5 15 
 login 
End 
 
Wireshark capture that shows the MAC addresses flowing to the switch 
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VLAN Hopping/Double-Tagging Attack 
Purpose 

 
The purpose of this lab is to move between 2 different VLANs in a network and mitigate it. 

 
Background Information 
 
 VLAN hopping is an attack specifically targeted on VLANs. With VLAN hopping, the attacker is 
able to go between different VLANs. Normally, every VLAN is a different network and the users on one 
VLAN cannot have any connection to the users in another VLAN without the aid of a router. VLAN 
hopping enables the attacker to connect to different VLANs without using a router. In this lab we used a 
specific type of VLAN hopping which is called a double-tagging attack. In double-tagging the packets 
that are sent by the attacker have 2 different VLAN tags on them. For example if the attacker is trying to 
go from VLAN 1 to VLAN 20, the packets have both VLAN 1 and VLAN 20 tags on them so that they 
can get into both VLANs. 
 We can think of double-tagged packet as a secret agent. Let’s say our secret agent works for the 
MI6 and his mission was to get information from KGB. He applies for a job at KGB and gets in. Now he 
has access to all the information KGB has and he can report those back to the MI6. In this case MI6 is on 
one VLAN and is the attacker and KGB is on another VLAN and is the target. 
 
Lab Summary 

 
In this lab we first created the topology. We first assigned IP address to every host and the two 

switches. We then assigned the switches, the host and server to two different VLANs. Host and the 
switches to VLAN 1 and the server to VLAN 20. We configured the link between two switches and 
between S2 and the host as trunk so that they allow all the VLANs to use that link. The link between S5 
and the server is an accesses port that only allows 1 VLAN which is the VLAN 20. To hops between the 
two switches and S2 and the PC allow all VLANs. We then launched Kali Linux as a virtual router on the 
host. We opened yersinisa -G using the Kali Linux terminal. In “802.1Q” tab we edited the VLANs so 
that the attack went from VLAN 1 to VLAN 20. Then we clicked on “Launch Attack”. Under the 
“802.1Q” tab, we chose the “sending 802.1Q double enc. packet” option then clicked “OK”. We had 
Wireshark open in two different places in the network. One on S2 and one on S5. When we launched the 
attack both Wiresharks got a packet that had an ICMP packet with both VLANs tagged on it. The attack 
was successful. Then we mitigated the attack by changing the native VLAN on the switches to 99. We 
performed the same attack again but this time only the Wireshark that was connected to S2 got the ICMP 
packet with 2 VLAN tags. The other Wireshark, which was connected to S5, did not get any packets 
which means the attack did not reach the other VLAN and the mitigation was successful. 
 
Lab Commands 
 
switchport mode access This command turns the port on the switch into an 

access port that only allows one VLAN. 
switchport trunk native vlan 99 This command changes the native VLAN on the 

switch to VLAN 99 
switchport trunk allowed vlan 
1,20 

This command defines which VLANs can use the 
trunked link. 

switchport trunk encapsulation 
dot1q 

This command allows to port to use encapsulation 
while allowing more than one VLAN through that 
port. 
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Network Diagram 
 

 
Configurations 
 
S5 (without mititgation) 
version 12.2 
no service pad 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname S5 
boot-start-marker 
boot-end-marker 
no aaa new-model 
system mtu routing 1500 
authentication mac-move permit 
ip subnet-zero 
spanning-tree mode pvst 
spanning-tree etherchannel guard misconfig 
spanning-tree extend system-id 
vlan internal allocation policy ascending 
interface FastEthernet0/1 
 switchport access vlan 20 
 switchport mode access 
 spanning-tree portfast 
interface FastEthernet0/2 
 switchport mode access 
 shutdown 
 spanning-tree portfast 
interface FastEthernet0/3 
 switchport trunk allowed vlan 1,20 
 spanning-tree portfast 
interface FastEthernet0/4 
 spanning-tree portfast 
interface FastEthernet0/5 
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 spanning-tree portfast 
interface FastEthernet0/6 
 spanning-tree portfast 
interface FastEthernet0/7 
 spanning-tree portfast 
interface FastEthernet0/8 
 spanning-tree portfast 
interface FastEthernet0/9 
 spanning-tree portfast 
interface FastEthernet0/10 
 spanning-tree portfast 
interface FastEthernet0/11 
 spanning-tree portfast 
interface FastEthernet0/12 
 spanning-tree portfast 
interface FastEthernet0/13 
 spanning-tree portfast 
interface FastEthernet0/14 
 spanning-tree portfast 
interface FastEthernet0/15 
interface FastEthernet0/16 
interface FastEthernet0/17 
interface FastEthernet0/18 
interface FastEthernet0/19 
interface FastEthernet0/20 
interface FastEthernet0/21 
interface FastEthernet0/22 
interface FastEthernet0/23 
interface FastEthernet0/24 
interface FastEthernet0/25 
interface FastEthernet0/26 
interface FastEthernet0/27 
interface FastEthernet0/28 
interface FastEthernet0/29 
interface FastEthernet0/30 
interface FastEthernet0/31 
interface FastEthernet0/32 
interface FastEthernet0/33 
interface FastEthernet0/34 
interface FastEthernet0/35 
interface FastEthernet0/36 
interface FastEthernet0/37 
interface FastEthernet0/38 
interface FastEthernet0/39 
interface FastEthernet0/40 
interface FastEthernet0/41 
interface FastEthernet0/42 
interface FastEthernet0/43 
interface FastEthernet0/44 
interface FastEthernet0/45 
interface FastEthernet0/46 
interface FastEthernet0/47 
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interface FastEthernet0/48 
interface GigabitEthernet0/1 
interface GigabitEthernet0/2 
interface GigabitEthernet0/3 
interface GigabitEthernet0/4 
interface Vlan1 
 ip address 1.1.1.3 255.255.255.0 
interface Vlan10 
 no ip address 
interface Vlan20 
 no ip address 
ip classless 
ip http server 
ip http secure-server 
ip sla enable reaction-alerts 
line con 0 
line vty 5 15 
End 
 
S2(without mitigation) 
Current configuration : 3049 bytes 
version 12.2 
no service pad 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname S2 
boot-start-marker 
boot-end-marker 
no aaa new-model 
system mtu routing 1500 
vtp domain HackAttacks 
vtp mode transparent 
authentication mac-move permit 
ip subnet-zero 
spanning-tree mode pvst 
spanning-tree etherchannel guard misconfig 
spanning-tree extend system-id 
vlan internal allocation policy ascending 
vlan 2-5,7,10,12,20,99 
interface FastEthernet0/1 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 spanning-tree portfast 
interface FastEthernet0/2 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 spanning-tree portfast 
interface FastEthernet0/3 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
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 spanning-tree portfast 
interface FastEthernet0/4 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 spanning-tree portfast 
interface FastEthernet0/5 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 spanning-tree portfast 
interface FastEthernet0/6 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 spanning-tree portfast 
interface FastEthernet0/7 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 spanning-tree portfast 
interface FastEthernet0/8 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 spanning-tree portfast 
interface FastEthernet0/9 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 spanning-tree portfast 
interface FastEthernet0/10 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 spanning-tree portfast 
interface FastEthernet0/11 
interface FastEthernet0/12 
interface FastEthernet0/13 
interface FastEthernet0/14 
interface FastEthernet0/15 
interface FastEthernet0/16 
interface FastEthernet0/17 
interface FastEthernet0/18 
interface FastEthernet0/19 
interface FastEthernet0/20 
interface FastEthernet0/21 
interface FastEthernet0/22 
interface FastEthernet0/23 
interface FastEthernet0/24 
interface FastEthernet0/25 
interface FastEthernet0/26 
interface FastEthernet0/27 
interface FastEthernet0/28 
interface FastEthernet0/29 
interface FastEthernet0/30 
interface FastEthernet0/31 
interface FastEthernet0/32 
interface FastEthernet0/33 
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interface FastEthernet0/34 
interface FastEthernet0/35 
interface FastEthernet0/36 
interface FastEthernet0/37 
interface FastEthernet0/38 
interface FastEthernet0/39 
interface FastEthernet0/40 
interface FastEthernet0/41 
interface FastEthernet0/42 
interface FastEthernet0/43 
interface FastEthernet0/44 
interface FastEthernet0/45 
interface FastEthernet0/46 
interface FastEthernet0/47 
interface FastEthernet0/48 
interface GigabitEthernet0/1 
interface GigabitEthernet0/2 
interface GigabitEthernet0/3 
interface GigabitEthernet0/4 
interface Vlan1 
 ip address 1.1.1.2 255.255.255.0 
ip classless 
ip http server 
ip http secure-server 
ip sla enable reaction-alerts 
line con 0 
line vty 5 15 
end 
 
Wireshark capture that shows the double tagging on the packet 
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HTTP Man-In-The-Middle Attack 
Purpose 

 
The purpose of this lab is to intercept a PC that is trying to access a webpage and see the webpage 

URL along with images from the page. 
 

 
Background Information 

 
Man-in-the-middle attacks are almost like tell something to someone in public where there are a 

lot people around. Since there are people between the two, they listen to their conversation and can get 
information from it. In HTTP man-in-the-middle attacks, the host and the web server or the router are the 
two people telling something to each other in public, the attacker is the person who listens to the 
conversation and the conversation is the HTTP packets. HTTP packets store all the sate about which 
website the host is trying to access and the attacker in between can easily capture information from those 
packets. To prevent this from happening, the host should use HTTPS instead of HTTP. Because in 
HTTPS the people or the hackers in between the host and the server cannot hear anything or see any 
information inside the packets since they are encrypted. 
 
Lab Summary 

 
In this lab we first created our topology. The target/host is connected to a switch and the switch is 

connected to a router. The thing that target doesn’t know is that another host is connected to the switch 
and is about to watch all the HTTP traffic that will be going on between the target and the router. We first 
assigned IP addresses to all hosts and established connectivity between all hosts and the router. We then 
configured a loopback and also configured the router as a HTTP server. After we were able to view the 
webpage from the target, we launched Kali Linux on the attacker. On Kali Linux terminal we first typed 
“sudo arpspoof –i eth0 –t 192.168.1.1 192.168.1.2” and “sudo arpspoof –i 
eth0 –t 192.168.1.2 192.168.1.1”. This way, even though the attacker was in-between the 
target and the router, neither the target nor the router realized that there was someone else in between. 
Then we entered the   
“sudo driftnet –i eth0” which allowed us to see the images on the website the target was 
accessing. Then we entered the “sudo urlsnarf –i eth0” and this command gave us the URL of 
the website the target was accessing. The attack was successful, we were seeing the HTTP traffic between 
the target and the router. To mitigate this, we decided to use HTTPS instead of HTTP. To do this we first 
disabled the HTTP server on the router and then enabled HTTPS server. After doing this, we followed the 
same steps as we did for HTTP but we could not get any image nor URL while the target was still 
accessing the webpage. So our mitigation was also successful. 
 
 
  



220 
 

Lab Commands 
 
ip http server This command allows the router to be a HTTP server. 
ip http secure-server This command allows the router to be a HTTPS server. 
ip http authentication local This command allows access to the web server by using a 

username and password. 
username admin privilege 15 
password 0 admin 

This command sets a username and password for the 
webpage. 

sudo urlsnarf –i eth0 This command captures the URL of the target on the Kali 
Linux terminal. 

sudo driftnet –i eth0 This command launches driftnet on Kali Linux which 
captures images that the target is accessing at a webpage. 

sudo arpspoof –i eth0 –t 
192.168.1.1 192.168.1.2 

This command tells the host 192.168.1.1 that the IP 
address of the Kali Linux is 192.168.1.2. 

 

Network Diagram 
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Configurations  
 
Router (with mitigation): 
Current configuration : 3413 bytes 
 Last configuration change at 22:10:36 UTC Thu Nov 12 2015 
version 15.1 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname MIMattackR9router 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
no ipv6 cef 
ip source-route 
ip cef 
ip domain name calvin.com 
multilink bundle-name authenticated 
crypto pki token default removal timeout 0 
crypto pki trustpoint TP-self-signed-2309102217 
 enrollment selfsigned 
 subject-name cn=IOS-Self-Signed-Certificate-2309102217 
 revocation-check none 
 rsakeypair TP-self-signed-2309102217 
crypto pki certificate chain TP-self-signed-2309102217 
 certificate self-signed 01 
  3082022B 30820194 A0030201 02020101 300D0609 2A864886 F70D0101 
05050030 
  31312F30 2D060355 04031326 494F532D 53656C66 2D536967 6E65642D 
43657274 
  69666963 6174652D 32333039 31303232 3137301E 170D3135 31313132 
32323034 
  32335A17 0D323030 31303130 30303030 305A3031 312F302D 06035504 
03132649 
  4F532D53 656C662D 5369676E 65642D43 65727469 66696361 74652D32 
33303931 
  30323231 3730819F 300D0609 2A864886 F70D0101 01050003 818D0030 
81890281 
  81008B87 B0E4976D 7FF10A33 1DD7D6B0 A65B29A8 9BE760F4 E9695BEA 
AE77DF9E 
  E79D8FDB 989317F6 8FC19382 A7576FB1 AF607A62 D06A580C 4F0F9A67 
902D20DF 
  241554C5 69BF1CE5 628056B2 1EAE1DFB 546AF081 73812DB0 C5969402 
12CDE9FA 
  F4758EDF 43ABECD1 5E9715BF 01B9AE3E 921A8B10 F0D7F5E5 D2CF89D8 
5E3AD240 
  47C30203 010001A3 53305130 0F060355 1D130101 FF040530 030101FF 
301F0603 
  551D2304 18301680 1428D16F 0B7BF750 467EC2D3 E112760A B7085802 
C4301D06 
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  03551D0E 04160414 28D16F0B 7BF75046 7EC2D3E1 12760AB7 085802C4 
300D0609 
  2A864886 F70D0101 05050003 81810033 DCAB434F 082DD00A D66B5809 
486DD19F 
  42AA0BC0 77F94E90 3C6B3764 0E7F96D3 7ABBBDE6 7E4FC76C D2B10F5D 
95906253 
  E95F97A9 D2991C28 9505887F 1F02EB2C DD9C6E01 0DF32746 C4186630 
F1182A50 
  D64928F7 EC8F5203 884F10D3 2BAADAF5 E7667FC7 7D3E27AC 43722A1F 
06F30A58 
  26E629DD 4BB49F15 507AC3C4 4C17A0 
        quit 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1704Y03B 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
license boot module c2900 technology-package datak9 
vtp domain cisco 
vtp mode transparent 
username admin privilege 15 password 0 admin 
redundancy 
interface Loopback0 
 no ip address 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 192.168.1.1 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 1.1.1.1 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
ip forward-protocol nd 
no ip http server 
ip http authentication local 
ip http secure-server 
ip route 0.0.0.0 0.0.0.0 GigabitEthernet0/1 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
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line con 0 
line aux 0 
line 2 no activation-character 
 no exec 
 transport preferred none 
 transport input all 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
The image and URL capture from target on Kali Linux 
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Overall 
Problems 

 
In DHCP starvation and CAM table attacks we did not have any problems in either the attacks or 

the mitigations. 
On VLAN hopping, we first successfully did the attack and hopped between 2 VLANs, but our 

ping attempts to the other VLAN was failing. That made us think that our VLAN hopping attack failed. 
So we made more research to figure out why the double tagging was not working. We tried many times 
and we ended up with the same result. There was a ping request with double tagging that was going into 
the VLAN we wanted to hop, but there was no ping reply coming back. We thought that was a problem 
and we were supposed to get a reply. After days of research and collaboration with other groups, we 
figured out that VLAN hopping only sends double tagged ICMP requests but we were not supposed to get 
a reply. We were able to see that message in the other VLAN and our attack was complete. We just spent 
a long time trying to figure out what we were doing wrong even though everything was right. 

In the HTTP man-in-the-middle attack, we had some HTTP server problems. We were able to 
connect to the server but it was not accepting the username and the password we were entering. We made 
sure we did not have any typos. We changed the username and password couple of times but it was still 
not working. We finally figured out there we were missing the “ip http authentication local” command 
which allowed user to access the http server using a browser with usernames and passwords. Everything 
worked fine after that and we captured all the HTTP traffic of the target. 
 
 
Conclusion 
  

In this lab, we learned how to do 4 different layers 2 attacks and mitigate them. We did HTTP 
man-in-the-middle, CAM table flow, VLAN hopping and DHCP starvation attacks. In terms of time 
management, unlike the previous labs, we spent most of our time researching rather than troubleshooting. 
Creating the attacks were pretty easy because we used tools from the Kali Linux operating system which 
did all the work for us. We thought we had problems on the HTTP man-in-the-middle attack and we also 
spent a significant amount of time trying to figure out the problem in the VLAN hopping attack even 
though we were successfully attacking form the beginning. So, we basically did troubleshooting for 
nothing until we realized that our attack was actually working. In terms of applying these skills in the 
field, this was a great way to learn how to deal with some basic threats to any network out there. 
However, it was also a little bit scary to see how many tools and different attacks can be done from a 
simple operating system and not much knowledge is required to do these attacks. The good news is the 
only attacks that don’t have  
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AAA Server 
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Purpose 
  

The purpose of this lab is to set up an AAA server that will provide username and passwords for a 
router. Then use a username and password to enter the router command line. 
 
 
Background Information 
  

AAA (authentication, authorization, and accounting) is a service that provides routers and 
switches with usernames and passwords for others to access them. With AAA, the passwords are not 
stored in the server. The AAA feature allows you to verify the identity of, grant access to, and track the 
actions of users managing a Cisco router or switch. 
 We can think of a router that is using AAA as an office building that requires everyone who 
works in the building to carry badges and use those badges to open doors and gates. In the office building 
all the employees have to use their badges to open a door and every badge is different, they carry different 
information about the owner of the badge. The computers in the building recognize every badge and when 
the person scans it and it opens the door. The computers that store every badge and the information on 
them is like the AAA server. Every different badge is like every user on the AAA server and the different 
information that is on the badges is like how every user has their own username and password on a router 
that is using a AAA server. In order to gain access to the router, users have to have their own username 
and password, just like how employees need their own personal badges. 
 One benefit of having a remote server is that the passwords are not stored inside the router. They 
are all stored in the server. So in case something happens to the router, if someone tries to steal it or 
access it, they won’t be able to gain access to any of the passwords. 
 
 
Lab Summary 
  

In this lab, I first created the Windows 2016 Server as a virtual machine on my desktop computer. 
I first set an IP address on the virtual machine which was bridged to the NIC driver of the computer and I 
established connectivity between the router and the server. Before I created the AAA server, I first had to 
install Active Directory Domain Services (AD DS), DNS Server, and Network Policy and Access 
Services. Then I set the domain name of the server using AD DS. I also set the domain at the router so the 
router and the server can be on the same domain. While setting the domain name, I also set a password 
that the router will use when it is getting information form the server. 
 After the domain name was set, I set a user group called “Router users” I opened the Network 
Policy Server from NPAS. In the policy server I created a RADIUS client called Router. Then I created a 
network policy and a connection request policy. In the connection request policy I set the Router as a 
client friendly same so the clients could access it. And in the network policy I set it so that only the 
members of the “Router users” would be able to access the router.   

Then I moved on to creating the users. From the AD DS, I went to the Active Directory Users and 
Computers. In there I got to the users folder and created users with specific username and password for 
each user.  I also assigned those users under the “Router users” group. 

After the AAA server was set, I configured the router so it used the server for username and 
password while a user is logging into the router. 
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Lab Commands 
 
ip domain name doruk.com This command sets the domain name on the router 

so that the router can use the server with that 
domain name. 

aaa new-model This command enables AAA on the router or 
switch. 

aaa authentication login default 
group radius 

This command is used to authenticate users who 
want access into the router or switch. 

radius-server host 192.168.1.2 
key cisco 

This command is used to tell the switch or router 
the IP address of the AAA server and the 
password so that the device can gain access to use 
the server. 

 
 
Network Diagram 

 
Configurations 
 
Router 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname Router 
boot-start-marker 
boot-end-marker 
aaa new-model 
aaa authentication login default group radius 
aaa session-id common 
memory-size iomem 10 
ip cef 
ip domain name doruk.com 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
icense udi pid CISCO2901/K9 sn FTX1520806Y 
license accept end user agreement 
license boot module c2900 technology-package uck9 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
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interface GigabitEthernet0/0 
 ip address 192.168.1.1 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
radius-server host 192.168.1.2 key cisco 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 transport input all 
scheduler allocate 20000 1000 
end 
 
  



229 
 

Screenshots 
Setting up the virtual machine: 
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Installing Windows Server 2016: 
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Configuring the AAA server
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Installing the tools
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Assigning an IP address for the server 
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Creating the domain
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 Configuring policies
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Configuring the user group and users
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Problems 
  

I did not have any major problems in this lab because I made good research and found good 
resources that explained everything step by step. The only small problem I had was establishing 
connectivity between the server and the router. I wasn’t able to ping between the two devices but 
immediately realized that the firewall on the server was turned on and turned it off to solve the problem.  
 
 
Conclusion 
 
 In this lab, I configured an AAA server for the first time however it wasn’t as challenging as I 
thought it would be. I installed the needed tools on the server, created a domain, entered the router’s 
information, configured policies, a user group and users that are assigned into that group. Then I enabled 
AAA on the router and I was able to access the router using the usernames and passwords of the users that 
were set on the server. Installing the server as a virtual machine takes a while but after the server is set, 
the other steps are fairly simple and straight forward. Before this lab I did not know how AAA worked 
and how critical it is, but now I can configure it for any router or switch and make it the network more 
secure by storing the passwords in a remote server. 
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VoIP part 1 
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Purpose 
 
The purpose of this lab was to make two IP phones to call and talk to each other, using the Cisco 

Unified Communications server.  
 
 
Background Information 

 
A Network Time Protocol (NTP) server is a server in a network that is responsible for telling and 

keeping track of the time to the other devices in the network. NTP is one of the oldest protocol that is 
used to synchronize clocks throughout a network which is essential for a network. A network cannot 
operate if the clocks of different devices is not synchronized. Small fractions of time differences through 
a network can cause many problems. Many security mechanisms depend on coordinated time across the 
network. So not having a NTP server or having a faulty NTP server can open a network to any outside 
threat. This is one of many problems the absence or lack of NTP can cause in a network. 

One can think of NTP like a head chef in a big kitchen. He is responsible on when food should 
come out of every station and the chefs in every station like fish, chicken, meat, soup, dessert and salad 
stations. Those chefs rely on the head chef and his timing. The head chef is like the NTP server that is 
letting the other chefs who are working in the stations of the time. Those other chefs represent the other 
devices in the network. An industrial kitchen cannot work without a head chef and a network cannot 
function well without a NTP server. 

Voice over IP (VoIP) is a combination of a group of technologies that are used to for the delivery 
of voice communications over a network that is using an Internet Protocol (IP) such as the internet. From 
the user interface, the way one uses a VoIP phone is the same as using a traditional phone. The only 
difference user sees it the cable that is going into the phone. Phones that are in a VoIP network use 
Ethernet cables which are slightly bigger than traditional phone cables. Special IP phones are used in 
order for people to be able to talk over the internet. These phones have the ability to convert voice into a 
digital signal that travels over the internet which is also a service of VoIP. Traditional phones use analog 
which sends a signal directly from the wire to transfer voice but IP phones transfer the analog signal into 
digital signal and put IP address on the digital voice packets so that they can travel across IP enabled 
networks like the internet. 

Some advantages of using VoIP is that additional useful services can be bought for VoIP like 
calling phones that are outside of the network the IP Phone is connected to. Some services enable users to 
do that no matter what type of phone the destination is using, IP or traditional. A user also doesn’t have to 
pay for both a broadband connection and a traditional phone line when they are using VoIP which makes 
it cheaper. However, there can be some disadvantages to VoIP. Some VoIP services don’t work during 
power outages and not all VoIP services connect directly to emergency services through 9-1-1. 

One can think of VoIP and tradition phones like shipping products. Traditional phones can be like 
a ground delivery system that goes from roads and VoIP can be a shipping company that uses subways to 
deliver packets to their customers. It still does the same job in a different way. Subways are meant to be 
used by people not for shipping just like how the first intent of internet is not to call people. 
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Lab Summary 
In this lab, we first had to install the Cisco Unified  Communications Manager (CUCM). 

We first created a new virtual machine and used a template to install the server. We also configured the 
router as a DHCP and NTP server for the virtual machine to use. We set the username, password, IP 
address, default gateway, NTP server address, entered email address and information about our 
organization and enabled Smart Call Home on System Start. After the installation was complete, we ran 
the virtual machine, entered our username and password and the server was set. Then we opened 
Microsoft Edge, a web browser, and entered https://192.168.1.2/ccmadmin to access the server. We 
entered the username and password to gain access to the server and configure the phones.  
 We cabled the phones to a switch that had Power over Ethernet (PoE) enabled. They got their IP 
addresses from the router which was also connected to the switch. On the server, we first went to the 
Cisco Unified OS (Operating System) Administrator and enabled all the services, then we went to the 
Cisco Unified CM (Communications Manager) Administrator mode. We did the rest of the configurations 
in this mode. In this mode, we first created 2 users, one for each phone. In every user we entered a name, 
last name and a pin. Every user had their own unique pin. After the users were created, we then created 
the phones in the server. We entered what type of IP phone our phones were. One was 7940 and the other 
one was 7960. We entered the mac address of the phones, assigned a user to each phone and finally 
assigned a line number which is the same as the pin of their users. This is really critical the pin of the user 
has to be same as the number on the line. After we have done all the configurations for the phones, we 
were able to see that the phones were registered on the server and we were also able to see that the phones 
were ready to call one another from their screens. To call a phone from the other one, we dialed the 
number we set for the other phone’s line and the other phone started to ring once we did that. Then we 
picked up the phone that was ringing and we were able to talk to each other. So, our VoIP setup worked 
successfully. 
 
Lab Commands 
 
option 150 ip 192.168.1.10 This command is used to define the IP address of 

the TFTP server, which is the CUCM server, to 
download the phone configuration files. 

ip dhcp excluded-address 
192.168.1.1 

When this command is entered, the DHCP server 
does not send out the address 192.168.0.1 to clients 

ip dhcp pool nam This command gives the pool of addresses that are 
going to be send out to the hosts by the DHCP 
server a name. 

network 192.168.1.0 255.255.255.0 This command defines the network that the DHCP 
server can send addresses from. 

domain-name calvin.com This command gives a domain name to the DHCP 
pool. 

dns-server 192.168.1.1 This command specifies the IP address of a DNS 
server that is available to a DHCP client.  

default-router 192.168.1.1 This command specifies the IP address of the 
default router for a DHCP client. 

ntp master This command is used to make the router act as an 
Network Time Protocol (NTP) server with its own 
hardware clock. 

ntp server 192.168.1.1 This command defines which device on the IP 
address is going to be the NTP server. It is device 
that is associated with 192.168.1.1 IP address in 
this case. 
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Network Diagram 

 
Configurations    
 
Router: 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname DHCPserver 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
ip dhcp excluded-address 192.168.1.7 192.168.1.11 
ip dhcp pool nam 
 network 192.168.1.0 255.255.255.0 
 default-router 192.168.1.1 
 dns-server 192.168.1.1 
 domain-name calvin.com 
 option 150 ip 192.168.1.10 
ip domain name calvin.com 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1520806Z 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
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 ip address 192.168.1.1 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
ntp master 
ntp server 192.168.1.1 
End 
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Installing the server using a virtual machine: 

 
 

 
 

Click OK 

Wait for the 
virtual machine 
to boot 



289 
 

 
 

 
 
 

Wait for the media 
check to be done 

Click OK 
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Click OK 

Click Yes 
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Click NO! 

Do not apply patch 

Click Proceed to 
start the installation 
wizard 
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Click Continue 

Choose your Time 
zone and click OK 
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Click Continue 

Click No to keep the 
MTU size default 



294 
 

 
 

Click No because the 
router is the DHCP server 

Enter the name and the 
IP address of the router 

Enter the IP address of 
the router then click OK 

Click No 
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Enter an administrator 
ID and a password then 
Click OK 
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Enter Organization 
name, unit name and 
location then Click OK 

Click Yes to enter the 
address of the NTP 
server 
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Enter the IP address of 
the router which is the 
NTP server then Click OK 

Enter a password 
then Click OK 
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Click No since we are not 
using SMTP in this lab 

Select “Enable Smart Call 
Home on System Start” 
then click OK 
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Select “Sure Web (HTTPS)” 
and enter an email then 
Click Continue 

Click Confirm 
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Create a Username and 
Password then Click OK 

Click OK 
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Wait for the 
installation to be 
complete 

Wait for the 
installation to be 
complete 
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Wait for the 
installation to be 
complete 

Wait for the 
installation to be 
complete 



303 
 

 
 

 
 
 

Wait for the 
installation to be 
complete 

Wait for the virtual 
machine to boot after 
the installation 
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Wait for the network 
connectivity check to 
be complete 

Wait for the network 
connectivity check to 
be complete 
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Enter the IP address of the router 
which is also the NTP then click 
Proceed if it says accessible. If it 
says inaccessible, troubleshoot 
network connectivity 

Wait for the 
installation to be 
complete 
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Wait for the 
installation to be 
complete 

Wait for the 
installation to be 
complete 
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Wait for the 
installation to be 
complete 

Server is ready to go. Enter 
the username and 
password then access it 
using a web browser 
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Create the Manager Name 
and create the directory 
numbers. Then click Save 
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In the Cisco Unified 
OS Administration, 
enable all services 
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Register the two 
IP phones 

Create two 
users, one for 
each phone 
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First user 
configuration: 

Enter name and last 
name and a PIN 
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First user configuration: 

Enter MAC Address, 
User and Line [1] 
number which should be 
same number as the 
user’s PIN 
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Second user 
configuration: 

Enter MAC Address, 
User and Line [1] 
number which should be 
same number as the 
user’s PIN 
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Problems 
 
Our first problem started with the finding the right version of the server. We tried creating a 

virtual machine from all three software that was given to us but none of them worked. We lost plenty of 
time waiting for them to load just to learn that they are not compatible with our virtual machine. We then 
discovered that we were also given templates to create the virtual machine and eventually the server. We 
had a couple of different templates we finally found the right one but it wasted our time. Template then 
asked for us to choose from the 3 soft wares that were given to us. We tried all three and finally one of 
them did not give a “Halt” message after downloading for almost hours. We finished the creation of the 
virtual machine and were finally able to move on to the installation of the server. 
 
 The only problem we came across during the installation was that our NTP server and the router 
were inaccessible and we were not able to continue the installation. We went back to the router and 
looked at the configurations but we couldn’t find any problem and our NTP server was working just fine. 
We decided to reset the port that is going to the virtual machine and the virtual machine itself which took 
a lot of time. After we reset those two we were finally able to get the message from the virtual machine 
that the NTP server was accessible.  However resetting the virtual machine took really long and wasted a 
whole day. 
 After almost a week of work, we finally managed to install 
the server and access it but we were facing a big problem now. 
One of our phones didn’t have image or any software in it. We 
decided that we needed to download new image on the phone. We 
researched online, and downloaded the software but then we had to 
somehow get it on to the phone using the server. We researched 
that the software upload or update can only be done using the 
server user interface but our server wasn’t able to see the phone. 
We tried to solve that problem for couple of days but we couldn’t 
get our server to see the phone. We finally decided that we weren’t 
going to have enough time to actually do the lab and decided to get 
a new phone that had image and software on it. 

As we were trying to fix the phone without the software, 
our virtual machine suddenly stopped responding and our server 
crashed. We restarted the virtual machine but the server was still not responding. We no other option but 
to recreate the virtual machine and install the software again. We lost a day on installing the server all 
over again. 
 After our server was running again and both of our phones working properly, we finally moved 
onto configuring them. Our phones both got IP address and we were able to ping both but they were not 
being registered. We tried everything from checking the software to deleting and adding the phones again 
to the server’s system. After looking around everywhere, we realized that the problem was with our TFTP 
server command that was set under the DHCP on the router. The IP address we set for the TFTP server 
was not an IP address from our network. We deleted that command and set it again so the TFTP server 
belonged to the same network as everything else. After doing that our phones were finally registered and 
were able to call and talk to one another. 
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Conclusion 
  

Voice over IP was a completely new topic for me. I have never configured it before. I learned 
how it worked during CCNA Routing & Switching course but configuring it for the first time was a 
completely different experience. It is not easy as it sounds. We had a hard time finding resources on how 
to do it and came across quite a few problems. Besides configuring VoIP and NTP, I learned how to 
trouble shoot new and different problems. I think I learned how to configure a really important protocol 
that can be used in any kind of business and small-office home-office network and I believe that I am 
going to use this knowledge many times I the future.   
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VoIP part 2 
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Purpose 
  
 The first purpose of this lab is to set up custom ring tone and hold on music. The second purpose of 
this lab is dial out and call a cell phone using and IP phones. 
 
 
Background information 
  
On IP phones, a ringtone is a brief audio file played to indicate an incoming call.  A contemporary 
ringtone might consist of several bars of a familiar musical tune. IP phones and the CUCM server doesn’t 
work with any type of music format. It has to be in a specific format. For example, the ring tone has to be 
in .raw file before it’s sent to the IP phones from the CUCM server. 
 Music on hold (MOH) is the business practice of playing recorded music to fill the silence that would 
be heard by telephone callers who have been placed on hold. It is especially common in situations 
involving customer service. In order to upload a music, one has to convert the .mp3 file into .wav format 
so that it can play on hold. The IP phones can only play .wav files, so it curtails that the uploaded file is 
converted to .wav format.  
 Server and the IP phones are people who can only speak one language. One can communicate with a 
monolingual person with only one language. In this case the server and the phones are monolingual and in 
order to give them a ring tone or a hold on music one has to speak the same language that they are 
speaking. In this case there are no languages but there are file formats. The music that is being uploaded 
to the network has to be the same format so that the system can understand it and play the song.  
 The Voice over IP network we created was internal, meaning that the phones in the network could 
only call the other IP phones in the same network. In order to be able to call any phone number in the 
world, we had to be able to dial-out of the network. The traditional phone lines use analog line while our 
network uses digital. So we need a router that can convert digital line into analog. One needs to use a 
router that acts like a H323 gateway in order to make that conversion. A router has to follow the H323 
standards in order to be a H323 gateway. 
 H.323 is a standard approved by the International Telecommunication Union to promote 
compatibility in videoconference transmissions over IP networks. H.323 was originally promoted as a 
way to provide consistency in audio, video and data packet transmissions in the event that a local area 
network (LAN) did not provide guaranteed service quality (QoS). It is now considered to be the standard 
for interoperability in audio, video and data transmissions as well as Internet phone and voice-over-IP 
(VoIP) because it addresses call control and management for both point-to-point and multipoint 
conferences as well as gateway administration of media traffic, bandwidth and user participation.  
 There are specific ports that have to be on a H323 gateway. They are either FXO or FXS ports and 
it is critical to connect the phone line to the right port. Foreign exchange subscriber (FXS) interface is the 
port that actually delivers the analog line to the subscriber. In other words it is the “plug on the wall” that 
delivers a dial tone, battery current and ring voltage. Foreign exchange office (FXO) interface is the port 
that receives the analog line. It is the plug on the phone or fax machine, or the plug(s) on your analog phone 
system. It delivers an on-hook/off-hook indication (loop closure). Since the FXO port is attached to a 
device, such as a fax or phone, the device is often called the “FXO device”. In this lab we used FXS ports 
to attach the phone line to the router. 
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Lab Summary 
 In this lab, we had our server pre-installed from the previous lab and had two IP phones configured. 
The two phones were able to call each other but we had to change the ring tone and add a hold on music. 
To do that we first had to download .wav files from the internet to upload to the server so the phones. We 
used the program Audacity and opened the files there. Changed the quality which is determined by Hertz 
and adjusted the sample numbers. Then we exported the ringtone as a special uncompressed file. That 
uncompressed file head a RAW (header-less) header and a U-Law encoding. In the screen that popped up 
we removed all tags. So we saved the file in .raw format this way. Then we went to the CUCM server, go 
to the “TFTP File Management” section and uploaded the .raw file that we created using Audacity. Then 
we opened up Tftpd64 on the PC and configured it a client. While we do this, the server transferred the 
.raw file into an .xml file and we got that on our PC using TFTP. We opened the file on a WordPad, just 
kept the things between <CiscoIPPhoneRingList> and deleted everything else. Then we saved the file and 
uploaded it back to CUCM. After the file was finally converted and uploaded to the server we then sent it 
to the IP phones using TFTP. When the file was sent, we went to the IP phones and selected the ring tone. 
 For the hold on music, the idea was similar. We first converted the .mp3 files into .wav files using 
Audacity and then uploaded the files to the CUCM server from the “Music on Hold Audio File Manager”. 
After we did that, we went to the “Music on Hold Audio Source” and defined which phones were going to 
get the music on hold audio and added the source file name. Then we reset the phones and the music on 
hold was good to go. 
 Then we moved on to the final step of the lab which is to dial out and call a cell phone. In order to do 
this we needed to use the router with the voice ports which are RJ11 ports. We first enabled VoIP on the 
router, set up a calling patter and assigned that patter to the voice port that was connected to the analog 
line. Then we set up the server. We first added the router as a H323 gateway and created the same call 
router we did on the router. At the end we were able to dial out to any phone number in the world. 
 
Lab Commands 
 
voice service voip This command enables the VoIP service over the 

router and goes in to the VoIP configuration 
mode. 

allow-connections h323 to h323 This command allows connections between H.323 
endpoints which are the routers that are 
responsible for VoIP. 

h323-gateway voip interface This command is entered under the interface and 
it identifies that interface as a VoIP gateway 
interface that goes to a network that uses VoIP. 

h323-gateway voip bind srcaddr 
192.168.1.1 

This command is also entered under the interface 
and is used to specify the gateway address for 
VoIP of the interface which is the same as the 
interface’s original IP address. 

dial-peer voice 1 pots This command enters to the dial-peer mode, to set 
dialing pattern and ports for router to use VoIP at. 

destination-pattern 9.......... This command specifies telephone number to 
match for a dial peer. 

port 0/3/0 This command assigns this port to the dial-peer 
and use the dialing pattern from that port. 

forward-digits all This command implies that all the digits of the 
called party number are sent to analog phone line 
connection. 
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Network Diagram 

 
Configuration 
 
DHCPserver 
show run 
Current configuration : 1845 bytes 
! Last configuration change at 00:05:09 UTC Thu Dec 29 2011 
version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname DHCPserver 
boot-start-marker 
boot-end-marker 
no aaa new-model 
resource policy 
memory-size iomem 10 
no network-clock-participate slot 1 
ip subnet-zero 
ip cef 
no ip dhcp use vrf connected 
ip dhcp excluded-address 192.168.1.7 192.168.1.11 
ip dhcp pool nam 
   network 192.168.1.0 255.255.255.0 
   default-router 192.168.1.1 
   dns-server 192.168.1.1 
   domain-name calvin.com 
   option 150 ip 192.168.1.10 
ip domain name calvin.com 
voice-card 0 
 no dspfarm 
voice-card 1 
 no dspfarm 
voice service voip 
 allow-connections h323 to h323 
interface FastEthernet0/0 
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 ip address 192.168.1.1 255.255.255.0 
 duplex auto 
 speed auto 
 h323-gateway voip bind srcaddr 192.168.1.1 
interface FastEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
interface FastEthernet0/1/0 
interface FastEthernet0/1/1 
interface FastEthernet0/1/2 
interface FastEthernet0/1/3 
interface FastEthernet0/1/4 
interface FastEthernet0/1/5 
interface FastEthernet0/1/6 
interface FastEthernet0/1/7 
interface FastEthernet0/1/8 
interface Serial0/2/0 
 no ip address 
 shutdown 
interface Vlan1 
 no ip address 
ip classless 
ip http server 
no ip http secure-server 
tftp-server flash:calvin 
control-plane 
voice-port 0/3/0 
voice-port 0/3/1 
voice-port 0/3/2 
voice-port 0/3/3 
voice-port 1/0/0 
voice-port 1/0/1 
dial-peer voice 1 pots 
 destination-pattern 9.......... 
 port 0/3/0 
 forward-digits all 
gateway 
 timer receive-rtp 1200 
line con 0 
line aux 0 
line vty 0 4 
 login 
scheduler allocate 20000 1000 
ntp master 
ntp server 192.168.1.1 
end 
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Creating the ringtone 

 
 

 

Find wav files online, 
download and fin them in 
files. 

Open Audacity 
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Drag your wav file 
into the timeline in 
Audacity 

Select 8000 as the 
sample rate, which 
is in Hz that changes 
the quality. 
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Change the 
selection unit to 
samples. 

Double click on the 
track to select it. 
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Find the closest, and 
slightly smaller number that 
is a multiple of 240, this 
must be your sample length. 
16,080 samples is the 
maximum length. 

 

Change your original 
sample size to the calculated 
one. (12001 to 12000) 
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Press Ctrl+Shift+E or Click 
File-Export Audio to export 
file. 

 

Name your export file and 
choose Other 
uncompressed files type. 
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Click on Options, select RAW 
(header-less) and U-Law for 
encoding and click OK 

Then click 
Save. 
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Remove any Tags in 
Metadata. Then click 
OK. 

File should be in .raw format. 
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Now access the CUCM 
server, Navigation: Cisco 
Unified OS Administration 

Hover over Software 
Upgrades, select TFTP 
File Management. 
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Click on Upload File, a new window 
should pop up and click Browse on 
that window. 
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Browse for converted file. 

Type “/” as the directory, which is 
the root directory, and click 
upload. 

You should get the successful 
message 
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Open Tftpd64 and 
Click on Settings 
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Check only TFTP Client, then 
restart TFTP, open as 

administrator. 

Type this file name in Remote file. 
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Set the desire save location for the file 
we are about to download. Then click 

Get. 

File transferred successfully. 
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You should see the new file. 

Open that xml file in WordPad, delete everything else, add 
your new ringtone in it in this format. Save the file 
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Now select Cisco Unified Serviceability 
in Navigation in the CUCM server. 

Now go back to the TFTP File management, upload the 
newly edited file to the same location. 
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Hover over Tools, click on Control Center 

Scroll down to Cisco Tftp, select it. 
And click restart up above. 
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10 seconds later, Tftp should be up 
and running again. 

Press the Settings button, Select Ring 
Type. 
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Select Default Ring 
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Choose your 
ringtone 
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Problems  

 
This lab was full of problems. When we first started the lab we decided to add shortcuts so that 

we could call the phones with pressing only one button. After doing that, we reset the phones and 
somehow phones were never able to open the server. On the displays of the phones it said “Opening 
192.168.1.1” which was the IP address of the router but it was supposed to open the server. For some 
reason the phones couldn’t see the server. We later realized that the server stopped working. So we had to 
restart the server which took a while and after restarting, the phones were able to connect to the server. 
They were registered. 
 After the phones were registered, we tried to call one from the other one but the phones were 
dropping the calls.  Everything was looking right. From the settings on the phones to the server. After 
checking settings with groups whose phones were working, we realized that the partition on the lines have 
to have none partition. We had partition for our lines, so we had to change the partition to none. After we 
made the change and applied the configuration to the phones, we were able to call from one phone to the 
other.  
 We then started doing the music on hold. We decided to set it up from the “Music on Hold 
Server”. We selected the file and save the configuration. We were trying to check if the music on hold 

Remember to Save! 
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was working or not, so we tried to call the other phone but we were coming across an error message. The 
message said that the call was dropped because the maximum call number in the network was reached. 
But there were no ongoing calls on the network. We change the number of maximum possible calls in the 
network but that did not fix the problem. When we looked at the switch we were using, we saw the port 
lights were flashing as fast as they could. We realized that something was generating a broadcast message 
in the network that was taking up all the bandwidth and not letting us make calls. We decided to capture 
the packets from a PC using Wireshark. As soon as we started the capture, packets started flowing in our 
screen, we stopped the capture and looked at the sources of these broadcast packets. They were coming 
from the server. We couldn’t figure out where in the server the packets were coming from. We looked in 
the server for hours and finally realized that “Music on Hold Server” that we created earlier was 
generating the unwanted broadcast packets. We immediately disabled the server. The switch’s lights’ 
flashing rate was back to normal and we were able to make phone calls once again. We also learned that 
“Music on Hold Server” is not how to configure music on hold on IP phones. 
 After we managed to configure and successfully upload new music on hold and ring tone we 
started configuring the dialing-out portion of the lab. We were first entering the commands so that we can 
configure the router to convert the analog line into digital line. While configuring, we had to figure out 
which voice port the line was going into, but the ports’ numbers were not labeled on the router. So we 
spent some time going back and forth between the CLI and the router trying to figure out which port we 
were connected to. After trying a couple of ports we finally figured out which port we were connected to 
and were able to turn it on. 

When the configuration on the router was done, we moved on to the dial-out configuration on the 
server. We configured everything. From the H323 gateway configurations to the call routing but we 
weren’t able to dial out. We then realized that our server was not seeing the router. There was no IP 
address for the server that represented the router on the CUCM server. We changed the settings so that the 
server’s name was the router’s IP address but not “admin”. However that did not solve our problem. We 
still weren’t able to dial-out of our network. Then we realized that in the H323 gateway set up we had to 
type the IP address of the router again into the description. After doing that our problem was fixed. The 
server was able to see the router and we were able to dial out and call our own cell phones. 
 
 
Conclusion 
  

This lab was a more challenging than the first past of this lab. When we started the lab, we were 
using our pre-configured and pre-registered IP phones however we made mistakes and we went back on 
our progress. We lost a lot of time to just get the phones to register again and working. Converting the file 
types was a challenge, took some time but I learned how to use Audacity. Dialing out looked simple in 
the beginning but we came across simple problems that took more time than they should to solve. I think I 
learned really important skills despite all the problems we had. I learned how to make a custom ring tone 
and hold on music. Most importantly, I learned how to dial-out to traditional phones that use analog line 
from an IP phones that uses digital line. 
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CCNA Security 
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ASA 5505 Reset 
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Purpose 
 
The purpose lab was to do password recovery on Cisco ASA 5505, update ASA ASDM versions 

and launch ASDM image on PC. 
 
 
Background information on lab concepts:  
 

The Cisco ASA 5505 is a full-featured firewall for small business, branch, and enterprise 
teleworker environments. It delivers high-performance firewall, SSL and IPsec VPN, and rich networking 
services in a modular, immediately operational appliance. Using the integrated graphical Cisco Adaptive 
Security Device Manager (ASDM), the Cisco ASA 5505 can be rapidly deployed and easily managed, 
helping businesses reduce operational costs. It features a flexible 8-port 10/100 Fast Ethernet switch 
whose ports can be dynamically grouped to create up to three separate VLANs for home, business, and 
Internet traffic for improved network segmentation and security. 
 
 
Lab Summary:  
 
Password recovery: We first went into the ASA rommon mode, entered confreg 0x41 and then booted the 
ASA to remove the existing password. 
ASDM image load (TFTP server): To upgrade the ASDM version, we sent the file via TFTP and then 
deleted the existing image. We entered “copy tftp flash” with the host IP address and file name. 
Launching ASDM: We first enabled http server in the ASA, and loaded Java Flash on the PC. Then we 
went to web browser https://192.168.1.2/admin clicked on launch ASDM. We downloaded the ASDM to 
the PC, opened the program, entered ASA IP address username and password. ASDM was up and 
running. 
 
Lab commands:  
 
rommon #0>confreg 0x41 This command deletes the existing password that 

blocks users to change modes in the ASA. 
rommon #1>boot With this command, the ASA exits the rommon 

mode and boots up the device. 
copy tftp flash This command uploads the file to the ASA that 

was sent from the TFTP server. 
http server enable This command enables the Cisco ASA to be a 

web server including the Cisco web browser user 
interface. 

http 192.168.1.0 255.255.255.0 
management 

This command defines networks that can access 
the Cisco web browser user interface. 

username admin password cisco 
privilege 15 

This command sets an username and password for 
remote users to access the Cisco ASA 5505’s web 
browser user interface. 

asdm image asdm-716.bin This command changes the running ASDM image 
on the ASA with a file (asdm-716.bin, in this 
case) that is uploaded to the ASA earlier. 
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Network Diagram: 
 

ASDM settings: 
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Configurations 
 
ASA 
Show run 
ASA Version 9.1(2) 
hostname ciscoasa 
domain-name cisco.com 
enable password 8Ry2YjIyt7RRXU24 encrypted 
xlate per-session deny tcp any4 any4 
xlate per-session deny tcp any4 any6 
xlate per-session deny tcp any6 any4 
xlate per-session deny tcp any6 any6 
xlate per-session deny udp any4 any4 eq domain 
xlate per-session deny udp any4 any6 eq domain 
xlate per-session deny udp any6 any4 eq domain 
xlate per-session deny udp any6 any6 eq domain 
names 
 
interface Ethernet0/0 
 shutdown 
interface Ethernet0/1 
interface Ethernet0/2 
interface Ethernet0/3 
interface Ethernet0/4 
interface Ethernet0/5 
interface Ethernet0/6 
interface Ethernet0/7 
interface Vlan1 
 nameif management 
 security-level 0 
 ip address 192.168.1.2 255.255.255.0 
ftp mode passive 
dns server-group DefaultDNS 
 domain-name cisco.com 
pager lines 24 
mtu management 1500 
icmp unreachable rate-limit 1 burst-size 1 
asdm image disk0:/asdm-716.bin 
no asdm history enable 
arp timeout 14400 
no arp permit-nonconnected 
timeout xlate 3:00:00 
timeout pat-xlate 0:00:30 
timeout conn 1:00:00 half-closed 0:10:00 udp 0:02:00 icmp 0:00:02 
timeout sunrpc 0:10:00 h323 0:05:00 h225 1:00:00 mgcp 0:05:00 mgcp-pat 
0:05:00 
timeout sip 0:30:00 sip_media 0:02:00 sip-invite 0:03:00 sip-
disconnect 0:02:00 
timeout sip-provisional-media 0:02:00 uauth 0:05:00 absolute 
timeout tcp-proxy-reassembly 0:01:00 
timeout floating-conn 0:00:00 
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dynamic-access-policy-record DfltAccessPolicy 
user-identity default-domain LOCAL 
http server enable 
http 192.168.1.0 255.255.255.0 management 
no snmp-server location 
no snmp-server contact 
snmp-server enable traps snmp authentication linkup linkdown coldstart 
warmstart 
crypto ipsec security-association pmtu-aging infinite 
crypto ca trustpool policy 
telnet timeout 5 
ssh timeout 5 
ssh key-exchange group dh-group1-sha1 
console timeout 0 
threat-detection basic-threat 
threat-detection statistics access-list 
no threat-detection statistics tcp-intercept 
username admin password f3UhLvUj1QsXsuK7 encrypted privilege 15 
prompt hostname context 
no call-home reporting anonymous 
call-home 
 profile CiscoTAC-1 
  no active 
  destination address http 
https://tools.cisco.com/its/service/oddce/services/DDCEService 
  destination address email callhome@cisco.com 
  destination transport-method http 
  subscribe-to-alert-group diagnostic 
  subscribe-to-alert-group environment 
  subscribe-to-alert-group inventory periodic monthly 
  subscribe-to-alert-group configuration periodic monthly 
  subscribe-to-alert-group telemetry periodic daily 
Cryptochecksum:3ca8f79396fb78cd9465f86adfd33c59 
: end 
 
Show ip route: 
 
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - 
BGP 
       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 
       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2 
       E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP 
       i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, ia - IS-IS 
inter area 
       * - candidate default, U - per-user static route, o - ODR 
       P - periodic downloaded static route 
 
Gateway of last resort is not set 
 
C    192.168.1.0 255.255.255.0 is directly connected, management 
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Problems 
 
We had a hard time sending the asdm file via tftp but we finally sent it. Then we had another problem. 
The ASA was still using the old asdm image. Then we did some research and found out that we have to 
put in the “asdm image asdm-716.bin” command. 
When we were going to download the asdm on the PC and had to enter the ip address of the asa to the 
browser we forgot to put https:// in the url bar. We were not able to access the asa for a while because of 
that but we figured it out after some research. 
 
Conclusion 
 
This lab was challenging in the beginning since I did not have any knowledge of the ASA. It was easy to 
figure out how to do password recovery however figuring out what ASDM was and how it worked was 
really challenging. After our hard work, I now understand how ASA’s work and how to set up ASDM. 
Steps to set up the ASDM can be tricky while doing it for the first time but after doing it once, I realized 
that it was easy and required couple of simple steps. 
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Site-to-Site VPN 
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Purpose 
 
 The purpose of this lab was to create site-to-site VPN between two ASA 5505s and encrypt the 
traffic in between. 
 
 
Background Information  
 

Site-to-site Virtual Private Network (VPN) is a secure way connect remote networks using the 
internet’s infrastructure. For example a company that has buildings around the world can use VPN to 
securely connect their networks in different continents.  

Two sites that are connected with Site-to-Site VPN use can use Cisco ASA5505s. One ASA 
encrypts the information that is sent from the one local site so that the information cannot be seen by 
anyone who is connected to the internet. And the second ASA that is receiving the information from the 
first local site decrypts the information makes it available for the hosts in the second local site. 

Site-to-site VPN can be viewed like an imaginary tunnel in a highway. The highway represents 
the internet and the cars are the packets going through. VPN is like an imaginary tunnel and no one can 
see the see the cars that are going through that tunnel and the tunnel is almost indestructible. The entrance 
and the exit to the tunnel is like the ASAs. 
  
 
Lab Summary 
 
 In order to do this lab, we needed two Cisco ASA 5505’s. We already had one ASA with latest 
version software but the other ASA we grabbed was an old version so we first installed the new software 
for the new ASA we got and for its ASDM too. We cabled the two firewalls, two PCs and a switch. We 
first configured and established connectivity between PCs by configuring OSPF on both ASAs. Once we 
configured OSPF we started configuring the Site-to-site VPN. We launched ASDM on the first ASA and 
from the ASDM we used the wizard to set up a Site-to-site VPN connection with a remote network which 
was using the second ASDM. We also used wizard on the second ASA using the ASDM and used the 
remote network as the network PC1 and ASA 1 is in. After setting up site to site-to-site VPN in both sides 
we saw on the ASDM that there was an IPsec connection. We then connected a laptop to the switch, 
launched Wireshark on the laptop and started monitoring the traffic between the two ASAs. All the 
packets we got were encrypted including the ping packets that were going between two hosts which 
meant that the site-to-site VPN was successful. 
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Lab Commands 
 
monitor session 1 source 
interface Fa0/1 

This command is used in the switch and it allows 
the device that is connected to fa0/1 to monitor 
the traffic that is going through the switch. 

access-list inside_access_in 
extended permit icmp any any 

This command allows the ping access through the 
ASA. 

crypto ipsec ikev1 transform-set 
ESP-AES-128-SHA esp-aes esp-sha-
hmac 

This command tells the router to use IPsec and 
IKEv1 to do cryptography (or encryption which is 
the same thing) and to also use 3 transform sets 
which use ESP, AES-128, SHA; ESP, AES; and 
ESP, SHA, HMAC. 

crypto ikev2 policy 1 This command creates a IKEv2 policy and gives 
at a name (1 in this case). It also enters the IKEv2 
policy configuration mode. 

encryption aes-256 This command enables the AES-256 which is a 
type of encryption in the policy. 

integrity sha This command defines what type of integrity hash 
algorithm the policy is going to be using, which is 
“sha” in this case. 

group 5 2 This command specifies the Diffie-Hellman (DH) 
(a protocol used for two users to generate a shared 
private key) group. 5 specifies 1536-bit DH and 2 
specifies 1024-bit DH. 

prf sha This command defines what type of Pseudo-
Random Function (PRF)algorithm the policy is 
going to be using, which is “sha” in this case. 

lifetime seconds 86400 This command specifies the lifetime for the 
IKEv2 Security Association (SA) in seconds. 

crypto ipsec ikev2 ipsec-proposal 
AES256 

This command is telling the ASA to use IPsec and 
IKEv2 protocol to do cryptography (or encryption 
which is the same thing) and also to use the 
AES256 encryption algorithm.    

protocol esp encryption aes-256 This command uses the AES-256 encryption, that 
belongs to Encapsulating Security Payload (ESP) 
which is a member of the IPsec protocol suite, to 
encrypt the traffic. 

protocol esp integrity sha-1 md5 This command uses MD5 hashing algorithm and 
SHA-1, which both belong to ESP, as the type of 
integrity for the site-to-site VPN. 
 

 
 
  



355 
 

Network Diagram 
 

 
 
Configurations  
 
 
Switch 
Show run: 
version 12.1 
no service pad 
service timestamps debug uptime 
service timestamps log uptime 
no service password-encryption 
hostname Switch 
ip subnet-zero 
spanning-tree mode pvst 
no spanning-tree optimize bpdu transmission 
spanning-tree extend system-id 
interface FastEthernet0/1 
 no ip address 
interface FastEthernet0/2 
 no ip address 
interface FastEthernet0/3 
 no ip address 
interface FastEthernet0/4 
 no ip address 
interface FastEthernet0/5 
 no ip address 
interface FastEthernet0/6 
 no ip address 
interface FastEthernet0/7 
 no ip address 
interface FastEthernet0/8 
 no ip address 
interface FastEthernet0/9 
 no ip address 
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interface FastEthernet0/10 
 no ip address 
interface FastEthernet0/11 
 no ip address 
interface FastEthernet0/12 
 no ip address 
interface FastEthernet0/13 
 no ip address 
interface FastEthernet0/14 
 no ip address 
interface FastEthernet0/15 
 no ip address 
interface FastEthernet0/16 
 no ip address 
interface FastEthernet0/17 
 no ip address 
interface FastEthernet0/18 
 no ip address 
interface FastEthernet0/19 
 no ip address 
interface FastEthernet0/20 
 no ip address 
interface FastEthernet0/21 
 no ip address 
interface FastEthernet0/22 
 no ip address 
interface FastEthernet0/23 
 no ip address 
interface FastEthernet0/24 
 no ip address 
interface GigabitEthernet0/1 
 no ip address 
interface GigabitEthernet0/2 
 no ip address 
interface Vlan1 
 no ip address 
 no ip route-cache 
 shutdown 
ip http server 
line con 0 
line vty 5 15 
monitor session 1 source interface Fa0/1 
monitor session 1 destination interface Fa0/3 encapsulation dot1q 
end 
 
ASA 5505-1 
Show run: 
: Saved 
: Serial Number: JMX1617Z2JE 
: Hardware:   ASA5505, 512 MB RAM, CPU Geode 500 MHz 
ASA Version 9.2(4) 
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hostname ciscoasa1 
enable password 8Ry2YjIyt7RRXU24 encrypted 
names 
interface Ethernet0/0 
 switchport access vlan 2 
interface Ethernet0/1 
interface Ethernet0/2 
interface Ethernet0/3 
interface Ethernet0/4 
interface Ethernet0/5 
interface Ethernet0/6 
interface Ethernet0/7 
interface Vlan1 
 nameif inside 
 security-level 100 
 ip address 192.168.1.1 255.255.255.0 
interface Vlan2 
 nameif outside 
 security-level 0 
 ip address 192.168.0.2 255.255.255.0 
ftp mode passive 
object network obj_any 
 subnet 0.0.0.0 0.0.0.0 
access-list inside_access_in extended permit icmp any any 
access-list inside_access_in extended permit tcp any any eq www 
access-list inside_access_in extended permit ip any any 
access-list global_access extended permit icmp any any 
access-list global_access extended permit tcp any any eq www 
access-list outside_access_in extended permit icmp any any 
access-list outside_access_in extended permit tcp any any eq www 
access-list outside_access_in extended permit ip any any 
access-list outside_cryptomap extended permit ip 192.168.1.0 
255.255.255.0 10.10.10.0 255.255.255.0 
pager lines 24 
logging enable 
logging asdm informational 
mtu inside 1500 
mtu outside 1500 
icmp unreachable rate-limit 1 burst-size 1 
no asdm history enable 
arp timeout 14400 
no arp permit-nonconnected 
access-group inside_access_in in interface inside 
access-group outside_access_in in interface outside 
access-group global_access global 
router ospf 1 
 network 192.168.0.0 255.255.255.0 area 0 
 network 192.168.1.0 255.255.255.0 area 0 
 log-adj-changes 
timeout xlate 3:00:00 
timeout pat-xlate 0:00:30 
timeout conn 1:00:00 half-closed 0:10:00 udp 0:02:00 icmp 0:00:02 
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timeout sunrpc 0:10:00 h323 0:05:00 h225 1:00:00 mgcp 0:05:00 mgcp-pat 
0:05:00 
timeout sip 0:30:00 sip_media 0:02:00 sip-invite 0:03:00 sip-
disconnect 0:02:00 
timeout sip-provisional-media 0:02:00 uauth 0:05:00 absolute 
timeout tcp-proxy-reassembly 0:01:00 
timeout floating-conn 0:00:00 
dynamic-access-policy-record DfltAccessPolicy 
user-identity default-domain LOCAL 
http server enable 
http 192.168.1.0 255.255.255.0 inside 
no snmp-server location 
no snmp-server contact 
crypto ipsec ikev1 transform-set ESP-AES-128-SHA esp-aes esp-sha-hmac 
crypto ipsec ikev1 transform-set ESP-AES-128-MD5 esp-aes esp-md5-hmac 
crypto ipsec ikev1 transform-set ESP-AES-192-SHA esp-aes-192 esp-sha-
hmac 
crypto ipsec ikev1 transform-set ESP-AES-192-MD5 esp-aes-192 esp-md5-
hmac 
crypto ipsec ikev1 transform-set ESP-AES-256-SHA esp-aes-256 esp-sha-
hmac 
crypto ipsec ikev1 transform-set ESP-AES-256-MD5 esp-aes-256 esp-md5-
hmac 
crypto ipsec ikev1 transform-set ESP-AES-128-SHA-TRANS esp-aes esp-
sha-hmac 
crypto ipsec ikev1 transform-set ESP-AES-128-SHA-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-AES-128-MD5-TRANS esp-aes esp-
md5-hmac 
crypto ipsec ikev1 transform-set ESP-AES-128-MD5-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-AES-192-SHA-TRANS esp-aes-192 
esp-sha-hmac 
crypto ipsec ikev1 transform-set ESP-AES-192-SHA-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-AES-192-MD5-TRANS esp-aes-192 
esp-md5-hmac 
crypto ipsec ikev1 transform-set ESP-AES-192-MD5-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-AES-256-SHA-TRANS esp-aes-256 
esp-sha-hmac 
crypto ipsec ikev1 transform-set ESP-AES-256-SHA-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-AES-256-MD5-TRANS esp-aes-256 
esp-md5-hmac 
crypto ipsec ikev1 transform-set ESP-AES-256-MD5-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-3DES-SHA esp-3des esp-sha-hmac 
crypto ipsec ikev1 transform-set ESP-3DES-MD5 esp-3des esp-md5-hmac 
crypto ipsec ikev1 transform-set ESP-3DES-SHA-TRANS esp-3des esp-sha-
hmac 
crypto ipsec ikev1 transform-set ESP-3DES-SHA-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-3DES-MD5-TRANS esp-3des esp-md5-
hmac 
crypto ipsec ikev1 transform-set ESP-3DES-MD5-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-DES-SHA esp-des esp-sha-hmac 
crypto ipsec ikev1 transform-set ESP-DES-MD5 esp-des esp-md5-hmac 



359 
 

crypto ipsec ikev1 transform-set ESP-DES-SHA-TRANS esp-des esp-sha-
hmac 
crypto ipsec ikev1 transform-set ESP-DES-SHA-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-DES-MD5-TRANS esp-des esp-md5-
hmac 
crypto ipsec ikev1 transform-set ESP-DES-MD5-TRANS mode transport 
crypto ipsec ikev2 ipsec-proposal DES 
 protocol esp encryption des 
 protocol esp integrity sha-1 md5 
crypto ipsec ikev2 ipsec-proposal 3DES 
 protocol esp encryption 3des 
 protocol esp integrity sha-1 md5 
crypto ipsec ikev2 ipsec-proposal AES 
 protocol esp encryption aes 
 protocol esp integrity sha-1 md5 
crypto ipsec ikev2 ipsec-proposal AES192 
 protocol esp encryption aes-192 
 protocol esp integrity sha-1 md5 
crypto ipsec ikev2 ipsec-proposal AES256 
 protocol esp encryption aes-256 
 protocol esp integrity sha-1 md5 
crypto ipsec security-association pmtu-aging infinite 
crypto map outside_map 1 match address outside_cryptomap 
crypto map outside_map 1 set peer 192.168.0.1 
crypto map outside_map 1 set ikev1 transform-set ESP-AES-128-SHA ESP-
AES-128-MD5 ESP-AES-192-SHA ESP-AES-192-MD5 ESP-AES-256-SHA ESP-AES-
256-MD5 ESP-3DES-SHA ESP-3DES-MD5 ESP-DES-SHA ESP-DES-MD5 
crypto map outside_map 1 set ikev2 ipsec-proposal AES256 AES192 AES 
3DES DES 
crypto map outside_map interface outside 
crypto ca trustpool policy 
crypto ikev2 policy 1 
 encryption aes-256 
 integrity sha 
 group 5 2 
 prf sha 
 lifetime seconds 86400 
crypto ikev2 policy 10 
 encryption aes-192 
 integrity sha 
 group 5 2 
 prf sha 
 lifetime seconds 86400 
crypto ikev2 policy 20 
 encryption aes 
 integrity sha 
 group 5 2 
 prf sha 
 lifetime seconds 86400 
crypto ikev2 policy 30 
 encryption 3des 
 integrity sha 
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 group 5 2 
 prf sha 
 lifetime seconds 86400 
crypto ikev2 policy 40 
 encryption des 
 integrity sha 
 group 5 2 
 prf sha 
 lifetime seconds 86400 
crypto ikev2 enable outside 
crypto ikev1 enable outside 
crypto ikev1 policy 10 
 authentication crack 
 encryption aes-256 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 20 
 authentication rsa-sig 
 encryption aes-256 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 30 
 authentication pre-share 
 encryption aes-256 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 40 
 authentication crack 
 encryption aes-192 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 50 
 authentication rsa-sig 
 encryption aes-192 
 hash sha 
group 2 
 lifetime 86400 
crypto ikev1 policy 60 
 authentication pre-share 
 encryption aes-192 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 70 
 authentication crack 
 encryption aes 
 hash sha 
 group 2 
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 lifetime 86400 
crypto ikev1 policy 80 
 authentication rsa-sig 
 encryption aes 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 90 
 authentication pre-share 
 encryption aes 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 100 
 authentication crack 
 encryption 3des 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 110 
 authentication rsa-sig 
 encryption 3des 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 120 
 authentication pre-share 
 encryption 3des 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 130 
 authentication crack 
 encryption des 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 140 
 authentication rsa-sig 
 encryption des 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 150 
 authentication pre-share 
 encryption des 
 hash sha 
 group 2 
 lifetime 86400 
telnet timeout 5 
no ssh stricthostkeycheck 
ssh timeout 5 



362 
 

ssh key-exchange group dh-group1-sha1 
console timeout 0 
dhcpd auto_config outside 
dhcpd address 192.168.1.5-192.168.1.36 inside 
dhcpd enable inside 
threat-detection basic-threat 
threat-detection statistics port 
threat-detection statistics protocol 
threat-detection statistics access-list 
no threat-detection statistics tcp-intercept 
group-policy GroupPolicy_192.168.0.1 internal 
group-policy GroupPolicy_192.168.0.1 attributes 
 vpn-tunnel-protocol ikev1 ikev2 
username admin password f3UhLvUj1QsXsuK7 encrypted 
tunnel-group 192.168.0.1 type ipsec-l2l 
tunnel-group 192.168.0.1 general-attributes 
 default-group-policy GroupPolicy_192.168.0.1 
tunnel-group 192.168.0.1 ipsec-attributes 
 ikev1 pre-shared-key ***** 
 ikev2 remote-authentication pre-shared-key ***** 
 ikev2 local-authentication pre-shared-key ***** 
class-map inspection_default 
 match default-inspection-traffic 
policy-map type inspect dns preset_dns_map 
 parameters 
  message-length maximum client auto 
  message-length maximum 512 
policy-map global_policy 
 class inspection_default 
  inspect dns preset_dns_map 
  inspect ftp 
  inspect h323 h225 
  inspect h323 ras 
  inspect rsh 
  inspect rtsp 
  inspect esmtp 
  inspect sqlnet 
  inspect skinny 
  inspect sunrpc 
  inspect xdmcp 
  inspect sip 
  inspect netbios 
  inspect tftp 
  inspect ip-options 
service-policy global_policy global 
prompt hostname context 
no call-home reporting anonymous 
Cryptochecksum:fb887c986d6a6129c7b5d4d87b3195f9 
: end 
 
Show route: 
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O        10.10.10.0 255.255.255.0 [110/20] via 192.168.0.1, 00:28:49, 
outside 
C        192.168.0.0 255.255.255.0 is directly connected, outside 
L        192.168.0.2 255.255.255.255 is directly connected, outside 
C        192.168.1.0 255.255.255.0 is directly connected, inside 
L        192.168.1.1 255.255.255.255 is directly connected, inside 
 
Cisco ASA 5505-2 
Show run: 
: Saved 
: Serial Number: JMX1237Z0AT 
: Hardware:   ASA5505, 1024 MB RAM, CPU Geode 500 MHz 
ASA Version 9.2(4) 
hostname ciscoasa2 
enable password 8Ry2YjIyt7RRXU24 encrypted 
names 
interface Ethernet0/0 
 switchport access vlan 2 
interface Ethernet0/1 
interface Ethernet0/2 
interface Ethernet0/3 
interface Ethernet0/4 
interface Ethernet0/5 
interface Ethernet0/6 
interface Ethernet0/7 
interface Vlan1 
 nameif inside 
 security-level 100 
 ip address 10.10.10.1 255.255.255.0 
interface Vlan2 
 nameif outside 
 security-level 0 
 ip address 192.168.0.1 255.255.255.0 
ftp mode passive 
object network obj_any 
 subnet 0.0.0.0 0.0.0.0 
access-list inside_access_in extended permit icmp any any 
access-list inside_access_in extended permit ip any any 
access-list global_access extended permit icmp any any 
access-list outside_access_in extended permit icmp any any 
access-list outside_access_in extended permit ip any any 
access-list outside_cryptomap extended permit ip 10.10.10.0 
255.255.255.0 192.168.1.0 255.255.255.0 
pager lines 24 
logging enable 
logging asdm informational 
mtu inside 1500 
mtu outside 1500 
icmp unreachable rate-limit 1 burst-size 1 
no asdm history enable 
arp timeout 14400 
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no arp permit-nonconnected 
access-group inside_access_in in interface inside 
access-group outside_access_in in interface outside 
access-group global_access global 
router ospf 1 
 network 10.10.10.0 255.255.255.0 area 0 
 network 192.168.0.0 255.255.255.0 area 0 
 log-adj-changes 
timeout xlate 3:00:00 
timeout pat-xlate 0:00:30 
timeout conn 1:00:00 half-closed 0:10:00 udp 0:02:00 icmp 0:00:02 
timeout sunrpc 0:10:00 h323 0:05:00 h225 1:00:00 mgcp 0:05:00 mgcp-pat 
0:05:00 
timeout sip 0:30:00 sip_media 0:02:00 sip-invite 0:03:00 sip-
disconnect 0:02:00 
timeout sip-provisional-media 0:02:00 uauth 0:05:00 absolute 
timeout tcp-proxy-reassembly 0:01:00 
timeout floating-conn 0:00:00 
dynamic-access-policy-record DfltAccessPolicy 
user-identity default-domain LOCAL 
http server enable 
http 192.168.1.0 255.255.255.0 inside 
http 10.10.10.0 255.255.255.0 inside 
no snmp-server location 
no snmp-server contact 
crypto ipsec ikev1 transform-set ESP-AES-128-SHA esp-aes esp-sha-hmac 
crypto ipsec ikev1 transform-set ESP-AES-128-MD5 esp-aes esp-md5-hmac 
crypto ipsec ikev1 transform-set ESP-AES-192-SHA esp-aes-192 esp-sha-
hmac 
crypto ipsec ikev1 transform-set ESP-AES-192-MD5 esp-aes-192 esp-md5-
hmac 
crypto ipsec ikev1 transform-set ESP-AES-256-SHA esp-aes-256 esp-sha-
hmac 
crypto ipsec ikev1 transform-set ESP-AES-256-MD5 esp-aes-256 esp-md5-
hmac 
crypto ipsec ikev1 transform-set ESP-AES-128-SHA-TRANS esp-aes esp-
sha-hmac 
crypto ipsec ikev1 transform-set ESP-AES-128-SHA-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-AES-128-MD5-TRANS esp-aes esp-
md5-hmac 
crypto ipsec ikev1 transform-set ESP-AES-128-MD5-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-AES-192-SHA-TRANS esp-aes-192 
esp-sha-hmac 
crypto ipsec ikev1 transform-set ESP-AES-192-SHA-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-AES-192-MD5-TRANS esp-aes-192 
esp-md5-hmac 
crypto ipsec ikev1 transform-set ESP-AES-192-MD5-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-AES-256-SHA-TRANS esp-aes-256 
esp-sha-hmac 
crypto ipsec ikev1 transform-set ESP-AES-256-SHA-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-AES-256-MD5-TRANS esp-aes-256 
esp-md5-hmac 
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crypto ipsec ikev1 transform-set ESP-AES-256-MD5-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-3DES-SHA esp-3des esp-sha-hmac 
crypto ipsec ikev1 transform-set ESP-3DES-MD5 esp-3des esp-md5-hmac 
crypto ipsec ikev1 transform-set ESP-3DES-SHA-TRANS esp-3des esp-sha-
hmac 
crypto ipsec ikev1 transform-set ESP-3DES-SHA-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-3DES-MD5-TRANS esp-3des esp-md5-
hmac 
crypto ipsec ikev1 transform-set ESP-3DES-MD5-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-DES-SHA esp-des esp-sha-hmac 
crypto ipsec ikev1 transform-set ESP-DES-MD5 esp-des esp-md5-hmac 
crypto ipsec ikev1 transform-set ESP-DES-SHA-TRANS esp-des esp-sha-
hmac 
crypto ipsec ikev1 transform-set ESP-DES-SHA-TRANS mode transport 
crypto ipsec ikev1 transform-set ESP-DES-MD5-TRANS esp-des esp-md5-
hmac 
crypto ipsec ikev1 transform-set ESP-DES-MD5-TRANS mode transport 
crypto ipsec ikev2 ipsec-proposal DES 
 protocol esp encryption des 
 protocol esp integrity sha-1 md5 
crypto ipsec ikev2 ipsec-proposal 3DES 
 protocol esp encryption 3des 
 protocol esp integrity sha-1 md5 
crypto ipsec ikev2 ipsec-proposal AES 
 protocol esp encryption aes 
 protocol esp integrity sha-1 md5 
crypto ipsec ikev2 ipsec-proposal AES192 
 protocol esp encryption aes-192 
 protocol esp integrity sha-1 md5 
crypto ipsec ikev2 ipsec-proposal AES256 
 protocol esp encryption aes-256 
 protocol esp integrity sha-1 md5 
crypto ipsec security-association pmtu-aging infinite 
crypto map outside_map 1 match address outside_cryptomap 
crypto map outside_map 1 set peer 192.168.0.2 
crypto map outside_map 1 set ikev1 transform-set ESP-AES-128-SHA ESP-
AES-128-MD5 ESP-AES-192-SHA ESP-AES-192-MD5 ESP-AES-256-SHA ESP-AES-
256-MD5 ESP-3DES-SHA ESP-3DES-MD5 ESP-DES-SHA ESP-DES-MD5 
crypto map outside_map 1 set ikev2 ipsec-proposal AES256 AES192 AES 
3DES DES 
crypto map outside_map interface outside 
crypto ca trustpool policy 
crypto ikev2 policy 1 
 encryption aes-256 
 integrity sha 
 group 5 2 
 prf sha 
 lifetime seconds 86400 
crypto ikev2 policy 10 
 encryption aes-192 
 integrity sha 
 group 5 2 
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 prf sha 
 lifetime seconds 86400 
crypto ikev2 policy 20 
 encryption aes 
 integrity sha 
 group 5 2 
 prf sha 
 lifetime seconds 86400 
crypto ikev2 policy 30 
 encryption 3des 
 integrity sha 
 group 5 2 
 prf sha 
 lifetime seconds 86400 
crypto ikev2 policy 40 
 encryption des 
 integrity sha 
 group 5 2 
 prf sha 
 lifetime seconds 86400 
crypto ikev2 enable outside 
crypto ikev1 enable outside 
crypto ikev1 policy 10 
 authentication crack 
 encryption aes-256 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 20 
 authentication rsa-sig 
 encryption aes-256 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 30 
 authentication pre-share 
 encryption aes-256 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 40 
 authentication crack 
 encryption aes-192 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 50 
 authentication rsa-sig 
 encryption aes-192 
 hash sha 
group 2 
 lifetime 86400 
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crypto ikev1 policy 60 
 authentication pre-share 
 encryption aes-192 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 70 
 authentication crack 
 encryption aes 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 80 
 authentication rsa-sig 
 encryption aes 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 90 
 authentication pre-share 
 encryption aes 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 100 
 authentication crack 
 encryption 3des 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 110 
 authentication rsa-sig 
 encryption 3des 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 120 
 authentication pre-share 
 encryption 3des 
 hash sha 
 group 2 
 lifetime 86400 
crypto ikev1 policy 130 
 authentication crack 
 encryption des 
 hash sha 
group 2 
 lifetime 86400 
crypto ikev1 policy 140 
 authentication rsa-sig 
 encryption des 
 hash sha 
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 group 2 
 lifetime 86400 
crypto ikev1 policy 150 
 authentication pre-share 
 encryption des 
 hash sha 
 group 2 
 lifetime 86400 
telnet timeout 5 
no ssh stricthostkeycheck 
ssh timeout 5 
ssh key-exchange group dh-group1-sha1 
console timeout 0 
threat-detection basic-threat 
threat-detection statistics access-list 
no threat-detection statistics tcp-intercept 
group-policy GroupPolicy_192.168.0.2 internal 
group-policy GroupPolicy_192.168.0.2 attributes 
 vpn-tunnel-protocol ikev1 ikev2 
username admin password f3UhLvUj1QsXsuK7 encrypted 
tunnel-group 192.168.0.2 type ipsec-l2l 
tunnel-group 192.168.0.2 general-attributes 
 default-group-policy GroupPolicy_192.168.0.2 
tunnel-group 192.168.0.2 ipsec-attributes 
 ikev1 pre-shared-key ***** 
 ikev2 remote-authentication pre-shared-key ***** 
 ikev2 local-authentication pre-shared-key ***** 
class-map inspection_default 
 match default-inspection-traffic 
policy-map type inspect dns preset_dns_map 
 parameters 
  message-length maximum client auto 
  message-length maximum 512 
policy-map global_policy 
 class inspection_default 
  inspect dns preset_dns_map 
  inspect ftp 
  inspect h323 h225 
 inspect h323 ras 
  inspect rsh 
  inspect rtsp 
  inspect esmtp 
  inspect sqlnet 
  inspect skinny 
  inspect sunrpc 
  inspect xdmcp 
  inspect sip 
  inspect netbios 
  inspect tftp 
  inspect ip-options 
service-policy global_policy global 
prompt hostname context 
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call-home reporting anonymous prompt 1 
Cryptochecksum:7ca3fd27bb0a68ec05f4a5722995901e 
: end 
 
Show route 
C        10.10.10.0 255.255.255.0 is directly connected, inside 
L        10.10.10.1 255.255.255.255 is directly connected, inside 
C        192.168.0.0 255.255.255.0 is directly connected, outside 
L        192.168.0.1 255.255.255.255 is directly connected, outside 
O     192.168.1.0 255.255.255.0 [110/20] via 192.168.0.2, 00:29:09, 
outside 
 
 
 
Setting up the Wizard on ASA 5505-1 
  

Click next to start the wizard 
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Use the IP address of the outside 
interface of the remote network that 
you are trying to establish VPN 
connection with.  

Network address of the network PC1 
and ASA1 belong to. 

Network address of the network ISP 
and ASA2 belong to. 
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Set up a password that is the same as 
the one on the other ASA. 

The summary of the final product. 
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Not encrypted Wireshark capture between ASA 5505-1 and DHCP client: 

 

Ping packets are visible 
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Encrypted Wireshark capture between ASA 5505-1 and ASA 5505-2: 

 
 
Problems 
 
First day: 
Host cannot ping 10.10.10.1 
Router can ping 10.10.10.1 cannot ping 192.168.1.1 
removed the dhcp setroute command still not working 
set access rules for permitting icmp any to any still not working 
 
Second day: 
G0/0 port was down 
We were configuring a different router 
Switch the cables 
working 
 
same problem as yesterday 
 
decided to use dhcp  
asa couldn't get an ip from dhcp 
forgot to change router from 10.10.10.2 to 192.168.0.1 
working 
 
made an access rule to permimt any to any icmp 

Nothing is in clear text 
(including the ping messages) 
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host able to ping 192.168.0.1 but not the dhcp ip 
 
Third day: 
pings were working 
only have icmp packets 
 
Fourth day: 
host cannot ping 192.168.0.1 
tried removing VPN commands didn't work 
isolated the switch and it works 
there's a problem with the switch 
reload switch 
there were saved crypto configs on switch 
 
Fifth day: 
host cannot ping 10.10.10.1 (can’t get access to asdm) 
reload asa 
working 
 
host can ping 192.168.1.1 but can’t access asdm 
re-download the launcher 
working 
 
Sixth day: 
host cannot ping 10.10.10.2 
 
no sessions after configuration 
after #show crypto isakmp sa  
there is an entry dest: 192.168.0.3 src 192.168.0.1 but the status is ACTIVE (deleted) 
 
Seventh day: 
Added a router at the end  
didn't work 
 
Eighth day: 
Added an ASA 
ASA wouldn't update from 9.1 to the 924 version after we load the image in 
updated ASDM from 7.1 to 7.5 version  
 
ASA2 cannot access asdm 
show run 
http command wrong network address 
 
Ninth day: 
PC can ping ASA but not the opposite PC 
deleted NAT rule in ASDM 
able to ping  
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We first started the lab with trying to configure site-to-site VPN between a router and a Cisco 
ASA 5505 however after tries many different configurations and starting over and over again, we couldn’t 
establish VPN between two sites because they were using two different encryption types. So instead of 
using a router we decided to use another ASA and changed our topology. 

While we were using the router, we lost one day because of wrong cabling. Then we lost couple 
of more days trying to ping the router from the PC that is on the ASA’s network. We got rid of DHCP and 
tried assigning IP addresses but that did not solve the problem so we configured DHCP again. We also 
thought it might have been a firewall problem but that didn’t solve the problem either. After trying for 
almost a week and checking every option, we decided to delete everything on the ASA and start from 
starch. We tried configuring site-to-site VPN, on the ASA we were able to see that there were encrypted 
packets but we weren’t able to establish the VPN connection between the ASA and the router. We made 
more research and tried different configurations for a VPN connection between a Cisco Router and ASA 
5505. We tried at least 4 different versions but none of them worked. The encryption types in the ASA 
and the router were different and we couldn’t get them to talk to each other. So we decided to replace the 
router with an ASA at the end.  

After we connected a new ASA we couldn’t do anything because the ASA and ASDM software 
was old and we had to upgrade it. We then upgraded the ASA and set the IP address as well as the OSPF 
network commands but we then came across connectivity problems. We were able to connect to the 
ASDM but we couldn’t establish the end-to-end connectivity of the network before configuring the VPN. 
No traffic was going through the ASA, we checked firewall, permitted all traffic, checked the IP 
addresses and the OSPF but nothing was solving the problem. Then we enabled syslog messages looked 
at the error messages we got and saw that there was a NAT problem. We went into NAT and saw that 
there were NAT rules entered by default. We deleted them all and that solved our problem. Now we had 
end to end connectivity.  

 
 

Conclusion 
 
 I have never configured a VPN connection before. I learned what it is in CCNA routing and 
switching but it was my first time configuring site-to-site between two remote sites. It was more 
challenging than I expected to be.  The commands that are used in this lab is not easy, short commands. 
This lab was challenging from the beginning. It took really long and the problems kept coming. Almost 
every day we came across a different problem and spent the whole day trying to fix it. We made a major 
change through the lab by adding another Cisco ASA 5505 instead of a router. After weeks of hard work 
we finally configured site-to-site VPN between two Cisco ASA 5505s. This lab was mostly about 
troubleshooting and finding new ways to solve problems I have never faced before. I learned a lot in this 
lab including the configuration of VPN. 
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Anyconnect VPN 
 



377 
 

Purpose 
  

The purpose of this lab was to create Cisco Anyconnect VPN between a Cisco ASA 5505 and a 
remote PC and encrypt the traffic in between. 
 
 
Background Information 

 
Cisco Anyconnect is a software that uses SSL VPN. It can empower employees of any big 

company to allow them to work from anywhere, on corporate laptops as well as personal mobile devices, 
regardless of physical location. And provide the security necessary to help ensure that the company’s or 
the organization’s data is safe and protected. Cisco AnyConnect is a unified agent that delivers multiple 
security services to protect the enterprise. It provides the visibility and the control you need to identify 
who and what is accessing the extended enterprise before, during, and after an attack. The AnyConnect 
Client software offers a comprehensive endpoint security platform with remote access functionality, 
posture enforcement, and web security features. AnyConnect gives the IT departments of big companies 
and organizations all the secure-access features necessary to provide a robust, user-friendly, and highly 
secure mobile experience. 

Anyconnect is a type of SSL VPN. An SSL VPN (Secure Sockets Layer virtual private network) 
is a form of VPN that can be used with a standard Web browser. In contrast to the traditional Internet 
Protocol Security (IPsec) VPN, an SSL VPN does not require the installation of specialized client 
software on the end user's computer. It's used to give remote users with access to Web applications, 
client/server applications and internal network connections. 

A virtual private network (VPN) provides a secure communications mechanism for data and other 
information transmitted between two endpoints. An SSL VPN consists of one or more VPN devices to 
which the user connects by using his Web browser. The traffic between the Web browser and the SSL 
VPN device is encrypted with the SSL protocol. 

One can think of VPN like an island in a huge ocean. There are thousands of other islands all 
around the person who lives in one island, some very close and others farther away. The normal way to 
travel is to take a ferry from an island to whichever island the person wishes to visit. Traveling on a ferry 
means that the person has almost no privacy. Anything the person does can be seen by someone else. 

Assume that each island represents a private LAN and the ocean is the Internet. When the person 
travel by ferry, it is similar to when he/she connects to a web server or to another device through the 
Internet. They have no control over the wires and routers that make up the Internet, just like they have no 
control over the other people on the ferry. This leaves the person susceptible to security issues if they try 
to connect between two private networks using a public resource. 

The person decides to build a bridge to another island from his/her island so that there is an 
easier, more secure and direct way for people to travel between the two. It is expensive to build and 
maintain the bridge, even though the island they are connecting with is very close. But the need for a 
reliable, secure path is so great that they do it anyway. The person would like to connect to a second 
island that is much farther away, but they decide that it is too expensive. 

This situation is very much like having a leased line. The bridges (leased lines) are separate from 
the ocean (Internet), yet they are able to connect the islands (LANs). Many companies have chosen this 
route because of the need for security and reliability in connecting their remote offices. However, if the 
offices are very far apart, the cost can be prohibitively high - just like trying to build a bridge that spans a 
great distance. In the cases of long distances, companies can use the existing bridges with their private 
vehicles which represent the packets going through a network.  
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Lab Summary 
  

In this lab we first established end to end connectivity between two PCs before we configured and 
installed Cisco Anyconnect. We had a Cisco ASA 5505 and a router. We set the IP addresses on the PCs 
and the interfaces on both the router and the ASA. Then we configured OSPF on the ASA and the router 
and we had connectivity between the PCs after doing that. Then we installed Anyconnect Client software 
on the PC with the IP address 3.3.3.2. After we installed the software, we had to restart the computer in 
order for Anyconnect client to work. Then we had to configure the ASA as an Anyconnect server.  In 
order to do that we used the Cisco Anyconnect VPN wizard on the ASDM. We accessed the ASDM, then 
started the wizard. In the wizard, we first specified that the Anyconnect will serve on the outside interface 
of the ASA. Then we selected only SSL for the ASA to use and also specified which software the client is 
going to be using. We then used a local AAA server to configure the usernames and passwords. We also 
created a new address pool for clients to get IP addresses from, give it a name and enter the starting and 
ending IP addresses and subnet mask. Since we did not use DNS in this lab, we just skipped the part 
where the wizard asks for a DNS address. Then we exempted VPN traffic from network address 
translation. After that was done, the wizard was completed and Anyconnect server on the ASA was 
configured.  Then we went back to the PC to establish the connection. To do that, we entered the outside 
IP address of the ASA, a username and the password that is associated with that username. We then 
waited for the client software to connect and after a couple of seconds the VPN connection between the 
ASA and the client was established. 
 
 
Lab Commands 

Webvpn This command is used on the ASA to go into the 
VPN configuration mode to configure SSL VPN. 

enable outside This command enables VPN on the outside interface 
of the ASA. 

anyconnect image 
disk0:/anyconnect-win-3.1.04066-
k9.pkg 1 

This command tells the ASA which software the 
clients are going to be using. 

anyconnect enable This command enables Anyconnect VPN on the 
ASA. 

tunnel-group-list enable This command is used under the WebVPN 
configuration mode and enables tunnel groups 
which consists of a set of records that contain tunnel 
connection policies. 

group-policy GroupPolicy_doruk 
internal 

To configure a default group policy the 
GroupPolicy_doruk has to be specified as internal. 

group-policy GroupPolicy_doruk 
attributes 

This command is used to change any of the 
attributes of the group policy, use this command to 
enter attributes mode, then specify the commands to 
change whatever attributes that you want to modify. 

tunnel-group doruk type remote-
access 

This command is used to creat a remote-access 
connection profile named doruk. 

tunnel-group doruk general-
attributes 

This command is used to go into the general-
attributes configuration mode to configure general 
attributes. 

address-pool doruk This command assigns IP addresses to VPN clients 
using the address pool “doruk”. 
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default-group-policy 
GroupPolicy_doruk 

This command specifies the name of the default 
group policy. 

tunnel-group doruk webvpn-
attributes 

To specify the attributes of a clientless SSL VPN 
tunnel-group, enter tunnel-group webvpn-attributes 
mode by entering this command. 

group-alias doruk enable To specify alternative names for the group and 
enable that group, use this command. 

 
 
Network Diagram 
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Configurations 
 
Router 
Show run: 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname Router 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1520806Y 
license accept end user agreement 
license boot module c2900 technology-package uck9 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 2.2.2.3 255.255.255.0 
 duplex auto 
 speed auto 
 no shutdown 
interface GigabitEthernet0/1 
 ip address 3.3.3.1 255.255.255.0 
 duplex auto 
 speed auto 
 no shutdown 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
router ospf 1 
 network 2.2.2.0 0.0.0.255 area 0 
 network 3.3.3.0 0.0.0.255 area 0 
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ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 

Show ip route: 
Gateway of last resort is not set 
 
      1.0.0.0/24 is subnetted, 1 subnets 
O        1.1.1.0 [110/11] via 2.2.2.1, 01:28:54, GigabitEthernet0/0 
      2.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        2.2.2.0/24 is directly connected, GigabitEthernet0/0 
L        2.2.2.3/32 is directly connected, GigabitEthernet0/0 
      3.0.0.0/8 is variably subnetted, 2 subnets, 2 masks 
C        3.3.3.0/24 is directly connected, GigabitEthernet0/1 
L        3.3.3.1/32 is directly connected, GigabitEthernet0/1 
 
ASA 5505 
Show run: 
: Saved 
: Serial Number: JMX1617Z2JE 
: Hardware:   ASA5505, 512 MB RAM, CPU Geode 500 MHz 
ASA Version 9.2(4) 
hostname ciscoasa 
enable password 8Ry2YjIyt7RRXU24 encrypted 
names 
ip local pool doruk 4.4.4.1-4.4.4.254 mask 255.255.255.0 
interface Ethernet0/0 
 switchport access vlan 2 
interface Ethernet0/1 
interface Ethernet0/2 
interface Ethernet0/3 
interface Ethernet0/4 
interface Ethernet0/5 
interface Ethernet0/6 
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interface Ethernet0/7 
interface Vlan1 
 nameif inside 
 security-level 100 
 ip address 1.1.1.1 255.255.255.0 
interface Vlan2 
 nameif outside 
 security-level 0 
 ip address 2.2.2.1 255.255.255.0 
ftp mode passive 
object network obj_any 
 subnet 0.0.0.0 0.0.0.0 
object network NETWORK_OBJ_4.4.4.0_24 
 subnet 4.4.4.0 255.255.255.0 
object network NETWORK_OBJ_1.1.1.0_24 
 subnet 1.1.1.0 255.255.255.0 
access-list inside_access_in extended permit ip any any 
access-list inside_access_in extended permit icmp any any 
access-list inside_access_in extended permit tcp any any eq www 
access-list inside_access_in extended permit tcp any any eq https 
access-list global_access extended permit ip any any 
access-list global_access extended permit icmp any any 
access-list global_access extended permit tcp any any eq www 
access-list global_access extended permit tcp any any eq https 
access-list outside_access_in extended permit ip any any 
access-list outside_access_in extended permit tcp any any eq www 
access-list outside_access_in extended permit tcp any any eq https 
access-list outside_access_in extended permit icmp any any 
pager lines 24 
logging enable 
logging asdm informational 
mtu inside 1500 
mtu outside 1500 
icmp unreachable rate-limit 1 burst-size 1 
no asdm history enable 
arp timeout 14400 
no arp permit-nonconnected 
nat (outside,outside) source static any any destination static 
NETWORK_OBJ_4.4.4.0_24 NETWORK_OBJ_4.4.4.0_24 no-proxy-arp route-
lookup 
nat (inside,outside) source static NETWORK_OBJ_1.1.1.0_24 
NETWORK_OBJ_1.1.1.0_24 destination static NETWORK_OBJ_4.4.4.0_24 
NETWORK_OBJ_4.4.4.0_24 no-proxy-arp route-lookup 
nat (inside,outside) source static any any destination static 
NETWORK_OBJ_4.4.4.0_24 NETWORK_OBJ_4.4.4.0_24 no-proxy-arp route-
lookup 
object network obj_any 
 nat (inside,outside) dynamic interface 
access-group inside_access_in in interface inside 
access-group outside_access_in in interface outside 
access-group global_access global 
router ospf 1 
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 network 1.1.1.0 255.255.255.0 area 0 
 network 2.2.2.0 255.255.255.0 area 0 
 log-adj-changes 
timeout xlate 3:00:00 
timeout pat-xlate 0:00:30 
timeout conn 1:00:00 half-closed 0:10:00 udp 0:02:00 icmp 0:00:02 
timeout sunrpc 0:10:00 h323 0:05:00 h225 1:00:00 mgcp 0:05:00 mgcp-pat 
0:05:00 
timeout sip 0:30:00 sip_media 0:02:00 sip-invite 0:03:00 sip-
disconnect 0:02:00 
timeout sip-provisional-media 0:02:00 uauth 0:05:00 absolute 
timeout tcp-proxy-reassembly 0:01:00 
timeout floating-conn 0:00:00 
dynamic-access-policy-record DfltAccessPolicy 
user-identity default-domain LOCAL 
http server enable 
http 192.168.1.0 255.255.255.0 inside 
http 1.1.1.0 255.255.255.0 inside 
no snmp-server location 
no snmp-server contact 
crypto ipsec security-association pmtu-aging infinite 
crypto ca trustpool policy 
telnet timeout 5 
no ssh stricthostkeycheck 
ssh timeout 5 
ssh key-exchange group dh-group1-sha1 
console timeout 0 
threat-detection basic-threat 
threat-detection statistics access-list 
no threat-detection statistics tcp-intercept 
webvpn 
 enable outside 
 anyconnect image disk0:/anyconnect-win-3.1.04066-k9.pkg 1 
 anyconnect enable 
 tunnel-group-list enable 
group-policy GroupPolicy_doruk internal 
group-policy GroupPolicy_doruk attributes 
 wins-server none 
 dns-server none 
 vpn-tunnel-protocol ssl-client 
 default-domain none 
username admin password f3UhLvUj1QsXsuK7 encrypted 
username doruk password dMmeFSbg9dksQIY8 encrypted 
username laurissa password 55TLrsc6HFUw5SJH encrypted 
tunnel-group doruk type remote-access 
tunnel-group doruk general-attributes 
 address-pool doruk 
 default-group-policy GroupPolicy_doruk 
tunnel-group doruk webvpn-attributes 
 group-alias doruk enable 
class-map inspection_default 
 match default-inspection-traffic 
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policy-map type inspect dns preset_dns_map 
 parameters 
  message-length maximum client auto 
  message-length maximum 512 
policy-map global_policy 
 class inspection_default 
  inspect dns preset_dns_map 
  inspect ftp 
  inspect h323 h225 
  inspect h323 ras 
  inspect rsh 
  inspect rtsp 
  inspect esmtp 
  inspect sqlnet 
  inspect skinny 
  inspect sunrpc 
  inspect xdmcp 
  inspect sip 
  inspect netbios 
  inspect tftp 
  inspect ip-options 
service-policy global_policy global 
prompt hostname context 
call-home reporting anonymous prompt 2 
Cryptochecksum:398d5bdfd512da3fd5b66eb7d8a98d6c 
: end 
 
Show route: 
Gateway of last resort is not set 
 
C        1.1.1.0 255.255.255.0 is directly connected, inside 
L        1.1.1.1 255.255.255.255 is directly connected, inside 
C        2.2.2.0 255.255.255.0 is directly connected, outside 
L        2.2.2.1 255.255.255.255 is directly connected, outside 
O        3.3.3.0 255.255.255.0 [110/11] via 2.2.2.3, 01:27:54, outside 
S        4.4.4.1 255.255.255.255 [1/0] via 2.2.2.3, outside 
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Encrypted Wireshark capture between the ASA 5505 and Router. 
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Setting up the Wizard on ASA 5505 
 
 

 
 
 

 
 

Click Next to start the wizard 

Enter the name and select 
outside. 
Click Next to start the wizard. 
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Deselect IPsec. 
Click Next to start the wizard. 

Click Add to add the file 
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Click Browse Flash…  
Find the file, open it. 
Click OK and then Next. 

Enter username and 
password then 
Click Add and then 
Next. 
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Create a new address pool, 
give it a name and enter the 
starting and ending IP 
addresses and subnet mask. 
Click Next. 

You do not have to enter 
anything here, just click 
Next 
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Check the box and Click Next 

This is the final product with 
the name that was set. Double 
click to view the details. 
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Detailed 
information about 
the VPN 
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Anyconnect 
connection is made 
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Connecting to the VPN from the Client 
 

 
 

 

Open Anyconnect on the PC 
and enter the IP address of 
the ASA and click connect 

Wait for Anyconnect to 
establish connectivity. 
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Click Connect Anyway 

Select the Group, 
enter username, 
password and click 
OK 

Once the connection is 
successfully established, 
this message should pop 
out. 
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Once the connection is established, 
Anyconnect should say “connected” and to 
what server it is connected to. 

The PC should get a new IP address 
that is on the Anyconnect network. 
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Problems 
  

While doing this lab, we only faced a couple of problems. The first problem had to do with the 
Cisco Anyconnect Client software. We first wanted to install the software on a PC that was running 
Windows 10. However the software we had was compatible with Windows 7 and 8 but not 10. We still 
installed the software on the PC. The software told us to restart the PC. So we did. But the PC did not 
start normally. There was no login page. When we tried to go to the Windows login page, we were just 
getting a blank page. We then looked at the software on the other PC that was running Windows 7. We 
went to the properties of the software and realized that it was not compatible with Windows 10 and that 
was causing the problem. We somehow had to delete the software but we did not have access to the 
computer. So we decided to start the PC in recovery mode.  In the recovery mode, we found a 
troubleshooting tool for the startup of the PC. The troubleshooting tool found the corrupted files that were 
causing the problem and gave us the option to delete them. So we deleted the Windows 7 and 8 
compatible Anyconnect client software from the PC that was running Windows 10. Then we restarted the 
PC again, and it was working just like it was supposed to. To fix this client software issue, we had two 
options. We had the option to find the Windows 10 version of the Cisco Anyconnect client software and 
the option to install the Windows 7 version onto the PC that was running Windows 7. We lost enough 
time trying to fix the PC that was running, so instead of spending more time trying to find the right 
software, we just changed the places of the two PCs in our topology and installed the client software on 
the PC that was running Windows 7. Then we were able to move on to the Anyconnect server 
configuration. 
 
 We second and the last problem we had was after configuring everything. We configured the 
ASA as a Cisco Anyconnect server and a PC as a client. We had end to end connectivity and all we had to 
do is connect the client and the server. To establish the connection, we had to enter the IP address of the 
outside interface of the ASA. We thought we were entering the right IP address, but we were not able to 
establish the VPN connectivity. After checking the IP addresses it turned out that we were entering the IP 
address of the inside interface of the server not the outside. We then entered the right IP address and the 
software didn’t let us connect. It said that the server we were trying to connect to is an untrusted server 
and therefore client software can’t connect to it. Then we went to the settings and disabled a setting that 
did not let the client to connect to untrusted servers. After that, we were able to connect to the server with 
no problem and create the Cisco Anyconnect VPN connection. 
 
 
Conclusion 
  

In this lab, we configured Cisco Anyconnect Clientless SSL VPN for the first time. We have 
configured IPSec site-to-site VPN before but this was the first time we have configured a SSL VPN. 
Though they are both a type of VPN, the configuration was quite different. Configuration of Cisco 
Anyconnect was easier than configuring site-to-site VPN. We just needed to establish end-to-end 
connectivity in the network and once that was done, we installed the software on PC and configured 
Anyconnect on the ASA using the wizard. After doing those steps, we created the Cisco Anyconnect 
VPN. We did not have many problems. This simple tool is very common and useful in the outside world, 
since a lot of companies use it for their employers who work from home. 
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Purpose 
  

The purpose of this lab was to create a SSL server and connect to it from a remote PC and access 
a HTTP server. 
 
 
Background Information 

 
An SSL VPN (Secure Sockets Layer virtual private network) is a form of VPN that can be used 

with a standard Web browser. In contrast to the traditional Internet Protocol Security (IPsec) VPN, an 
SSL VPN does not require the installation of specialized client software on the end user's computer. It's 
used to give remote users with access to Web applications, client/server applications and internal network 
connections. 

A virtual private network (VPN) provides a secure communications mechanism for data and other 
information transmitted between two endpoints. An SSL VPN consists of one or more VPN devices to 
which the user connects by using his Web browser. The traffic between the Web browser and the SSL 
VPN device is encrypted with the SSL protocol or its successor, the Transport Layer Security (TLS) 
protocol. 

SSL Portal VPN allows for a single SSL connection to a Web site so the end user can securely 
access multiple network services. The site is called a portal because it is one door (a single page) that 
leads to many other resources. The remote user accesses the SSL VPN gateway using any modern Web 
browser, identifies himself or herself to the gateway using an authentication method supported by the 
gateway and is then presented with a Web page that acts as the portal to the other services. 

One can think of VPN like an island in a huge ocean. There are thousands of other islands all 
around the person who lives in one island, some very close and others farther away. The normal way to 
travel is to take a ferry from an island to whichever island the person wishes to visit. Traveling on a ferry 
means that the person has almost no privacy. Anything the person does can be seen by someone else. 

Assume that each island represents a private LAN and the ocean is the Internet. When the person 
travels by ferry, it is similar to when he/she connects to a web server or to another device through the 
Internet. They have no control over the wires and routers that make up the Internet, just like they have no 
control over the other people on the ferry. This leaves the person susceptible to security issues if they try 
to connect between two private networks using a public resource. 

The person decides to build a bridge to another island from his/her island so that there is an 
easier, more secure and direct way for people to travel between the two. It is expensive to build and 
maintain the bridge, even though the island they are connecting with is very close. But the need for a 
reliable, secure path is so great that they do it anyway. The person would like to connect to a second 
island that is much farther away, but they decide that it is too expensive. 

This situation is very much like having a leased line. The bridges (leased lines) are separate from 
the ocean (Internet), yet they are able to connect the islands (LANs). Many companies have chosen this 
route because of the need for security and reliability in connecting their remote offices. However, if the 
offices are very far apart, the cost can be prohibitively high - just like trying to build a bridge that spans a 
great distance. In the cases of long distances, companies can use the existing bridges with their private 
vehicles which represent the packets going through a network.  
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Lab Summary 
  

In this lab we had, an ASA as the SSL VPN server, a router that will connect the remote host and 
the ASA and another router that will act like the HTTP server on the inside network of the ASA. We first 
made sure that we had end to end connectivity. To do that we used OSPF. We configured OSPF on the 
routers and the ASA. We also allowed IP traffic on the ASA firewall. When we had end to end 
connectivity we created the HTTP server on R7 so that the remote host could connect to is using the SSL 
VPN.  
 Once we could ping between all the hosts we moved into configuring the SSL VPN server on the 
ASA. We used the wizard to set up the VPN. We defined the users that could access the VPN, created the 
group policy. It was pretty easy to setup the VPN server. Once we were done, we opened a web browser 
on the remote host. We entered the address of the outside interface of the ASA. Then we entered our 
username and password to gain access to the SSL VPN connection. After we got in, we were able to enter 
the IP address of the HTTP server on the URL bar of the SSL VPN portal. Then we entered the username 
and password for the HTTP server and we were able to connect to the HTTP server successfully using the 
SSL VPN portal through our ASA. Our lab was complete.    
 
 
Lab Commands 
 
default-group-policy 
GroupPolicy_doruk 

This command specifies the name of the default 
group policy. 

tunnel-group doruk webvpn-
attributes 

To specify the attributes of a clientless SSL VPN 
tunnel-group, enter tunnel-group webvpn-
attributes mode by entering this command.  

group-alias doruk enable To specify alternative names for the group and 
enable that group, use this command. 

group-policy GroupPolicy_doruk 
attributes 

This command is used to change any of the 
attributes of the group policy, use this command 
to enter attributes mode, then specify the 
commands to change whatever attributes that you 
want to modify. 

tunnel-group doruk type remote-
access 

This command is used to creat a remote-access 
connection profile named doruk. 

tunnel-group doruk general-
attributes 

This command is used to go into the general-
attributes configuration mode to configure general 
attributes. 
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Network Diagram 
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Configurations 
 
ASA-5055 
Show run 
: Saved 
: Serial Number: JMX1617Z2JE 
: Hardware:   ASA5505, 512 MB RAM, CPU Geode 500 MHz 
ASA Version 9.2(4) 
hostname ciscoasa 
enable password 8Ry2YjIyt7RRXU24 encrypted 
names 
interface Ethernet0/0 
 switchport access vlan 2 
interface Ethernet0/1 
interface Ethernet0/2 
 shutdown 
interface Ethernet0/3 
 shutdown 
interface Ethernet0/4 
 shutdown 
interface Ethernet0/5 
 shutdown 
interface Ethernet0/6 
 shutdown 
interface Ethernet0/7 
 shutdown 
interface Vlan1 
 nameif inside 
 security-level 100 
 ip address 3.3.3.1 255.255.255.0 
interface Vlan2 
 nameif outside 
 security-level 0 
 ip address 2.2.2.2 255.255.255.0 
ftp mode passive 
access-list inside_access_in extended permit ip any any 
access-list inside_access_in extended permit tcp any any eq www 
access-list inside_access_in extended permit tcp any any eq https 
access-list inside_access_in extended permit icmp any any 
access-list global_access extended permit ip any any 
access-list global_access extended permit tcp any any eq www 
access-list global_access extended permit tcp any any eq https 
access-list global_access extended permit icmp any any 
access-list outside_access_in extended permit ip any any 
access-list outside_access_in extended permit tcp any any eq www 
access-list outside_access_in extended permit tcp any any eq https 
access-list outside_access_in extended permit icmp any any 
pager lines 24 
mtu inside 1500 
mtu outside 1500 
icmp unreachable rate-limit 1 burst-size 1 
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no asdm history enable 
arp timeout 14400 
no arp permit-nonconnected 
access-group inside_access_in in interface inside 
access-group outside_access_in in interface outside 
access-group global_access global 
router ospf 1 
 network 2.2.2.0 255.255.255.0 area 0 
 network 3.3.3.0 255.255.255.0 area 0 
 log-adj-changes 
timeout xlate 3:00:00 
timeout pat-xlate 0:00:30 
timeout conn 1:00:00 half-closed 0:10:00 udp 0:02:00 icmp 0:00:02 
timeout sunrpc 0:10:00 h323 0:05:00 h225 1:00:00 mgcp 0:05:00 mgcp-pat 
0:05:00 
timeout sip 0:30:00 sip_media 0:02:00 sip-invite 0:03:00 sip-
disconnect 0:02:00 
timeout sip-provisional-media 0:02:00 uauth 0:05:00 absolute 
timeout tcp-proxy-reassembly 0:01:00 
timeout floating-conn 0:00:00 
dynamic-access-policy-record DfltAccessPolicy 
user-identity default-domain LOCAL 
http server enable 
http 4.4.4.0 255.255.255.0 inside 
no snmp-server location 
no snmp-server contact 
crypto ipsec security-association pmtu-aging infinite 
crypto ca trustpool policy 
telnet timeout 5 
ssh stricthostkeycheck 
ssh timeout 5 
ssh key-exchange group dh-group1-sha1 
console timeout 0 
threat-detection basic-threat 
threat-detection statistics access-list 
no threat-detection statistics tcp-intercept 
webvpn 
 enable outside 
group-policy SSL internal 
group-policy SSL attributes 
 vpn-tunnel-protocol ssl-clientless 
 webvpn 
  url-list none 
username admin password f3UhLvUj1QsXsuK7 encrypted 
username doruk password dMmeFSbg9dksQIY8 encrypted privilege 0 
username doruk attributes 
 vpn-group-policy SSL 
username laurissa password CriVx1UAp7.OqGMD encrypted privilege 0 
username laurissa attributes 
 vpn-group-policy SSL 
tunnel-group Cisco type remote-access 
tunnel-group Cisco general-attributes 
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 default-group-policy SSL 
prompt hostname context 
call-home reporting anonymous prompt 2 
call-home 
 profile CiscoTAC-1 
  no active 
  destination address http 
https://tools.cisco.com/its/service/oddce/services/DDCEService 
  destination address email callhome@cisco.com 
  destination transport-method http 
  subscribe-to-alert-group diagnostic 
  subscribe-to-alert-group environment 
  subscribe-to-alert-group inventory periodic monthly 
  subscribe-to-alert-group configuration periodic monthly 
  subscribe-to-alert-group telemetry periodic daily 
Cryptochecksum:d362cba772c1dc9d400566e8a3a2d8ab 
: end 
 
R6 
Show run 
Current configuration : 1532 bytes 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R6 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX1520806Z 
license accept end user agreement 
license boot module c2900 technology-package securityk9 
license boot module c2900 technology-package uck9 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 1.1.1.2 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 2.2.2.1 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
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 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
router ospf 1 
 network 1.1.1.0 0.0.0.255 area 0 
 network 2.2.2.0 0.0.0.255 area 0 
ip forward-protocol nd 
no ip http server 
no ip http secure-server 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
End 
 
R7 
show run: 
Current configuration : 1645 bytes Last configuration change at 
18:54:27 UTC Thu Apr 14 2016 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
hostname R7 
boot-start-marker 
boot-end-marker 
no aaa new-model 
memory-size iomem 10 
ip cef 
no ipv6 cef 
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multilink bundle-name authenticated 
voice-card 0 
license udi pid CISCO2901/K9 sn FTX152885RE 
license accept end user agreement 
license boot module c2900 technology-package uck9 
vtp domain cisco 
vtp mode transparent 
username admin privilege 15 password 0 cisco 
redundancy 
interface Embedded-Service-Engine0/0 
 no ip address 
 shutdown 
interface GigabitEthernet0/0 
 ip address 3.3.3.2 255.255.255.0 
 duplex auto 
 speed auto 
interface GigabitEthernet0/1 
 ip address 4.4.4.1 255.255.255.0 
 duplex auto 
 speed auto 
interface Serial0/0/0 
 no ip address 
 shutdown 
 clock rate 2000000 
interface Serial0/0/1 
 no ip address 
 shutdown 
 clock rate 2000000 
interface GigabitEthernet0/1/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
router ospf 1 
 network 3.3.3.0 0.0.0.255 area 0 
 network 4.4.4.0 0.0.0.255 area 0 
ip forward-protocol nd 
ip http server 
ip http authentication local 
no ip http secure-server 
control-plane 
mgcp profile default 
gatekeeper 
 shutdown 
line con 0 
line aux 0 
line 2 
 no activation-character 
 no exec 
 transport preferred none 
 transport output lat pad telnet rlogin lapb-ta mop udptn v120 ssh 
 stopbits 1 
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line vty 0 4 
 login 
 transport input all 
scheduler allocate 20000 1000 
end 
 
 
Setting up SSL VPN 
 

 
 
 
 
 
 
 
 
 
 
 

Click Next to start the 
VPN setup wizard 
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Create the users who 
can access this SSL 
VPN. 

Give the SSL a profile name 
and determine which 
interface of the ASA is the 
VPN going to function from. 



408 
 

 
 

 

You can skip this part if 
you don’t want to have 
bookmarks 

Create a group 
policy and give it a 
name 
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Setting up the SSL 
VPN is complete. 

You can skip this part if 
you don’t want to have 
bookmarks. Click OK 
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Connecting to the server using SSL VPN 

 

 

Enter the IP 
address of the 
ASA 

Enter the username and 
password to access the ASA 
SSL VPN portal 
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This page should 
come up 

Enter the address of the 
website you want to 
access 
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This page should 
come up 

Enter the username and password 
to access the routers HTTP 
server 
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Problems 
  

This lab was one of the labs where we had almost no problems and thigs went really smooth. We 
configured everything right the first time, however there was something we forgot to do. We had the VPN 
created, fully functional and running but we didn’t have a website we could try to connect to, to prove 
that the VPN was working.  
 We spent some time discussing where to place the HTTP server and we finally decided that we 
would put it on the inside network of the ASA. We configured the router as a HTTP server, set a 
username and a password to access it and configured OSPF on it so that it could have connectivity with 
the other devices in the network. After doing that we were able to access the HTTP server using the SSL 
VPN we configured on the ASA and we were able to prove that it was working properly. After fixing that 
small problem, our lab was complete. We didn’t have any other problems and everything ran smoothly. 
 
 
Conclusion 
  

This lab was a really easy and quick lab. Configuring SSL VPN was really similar to configuring 
and setting up Cisco Anyconnect VPN. It took me a really short time to configure and finish the lab. Even 
though it was an easy lab, I believe that I learned a really important skill because more and more people 
are starting to use and prefer SSL VPN these days over any type of VPNS. I didn’t run into many 
problems while doing this lab except for having to add a router to the topology. I think I learned a lot. 
  

This page should come up, 
connection is made 
successfully 
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Thank you for reading! 

 

Contact info: doruk.arisoy@gmail.com  


